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ABSTRACT
Recommender systems are widely used to recommend the most appealing items to users. These recommendations can be generated by applying collaborative filtering methods. The low-rank matrix completion method is the state-of-the-art collaborative filtering method. In this work, we show that the skewed distribution of ratings in the user-item rating matrix of real-world datasets affects the accuracy of matrix-completion-based approaches. Also, we show that the number of ratings that an item or a user has positively correlates with the ability of low-rank matrix-completion-based approaches to predict the ratings for the item or the user accurately. Furthermore, we use these insights to develop four matrix completion-based approaches, i.e., Frequency Adaptive Rating Prediction (FARP), Truncated Matrix Factorization (TMF), Truncated Matrix Factorization with Dropout (TMF + Dropout) and Inverse Frequency Weighted Matrix Factorization (IFWMF), that outperforms traditional matrix-completion-based approaches for the users and the items with few ratings in the user-item rating matrix.
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1 INTRODUCTION
Recommender systems are used in e-commerce, social networks, and web search to suggest the most relevant items to each user. Recommender systems commonly use methods based on Collaborative Filtering [15], which rely on historical preferences of users over items in order to generate recommendations. These methods predict the ratings for the items not rated by the user and then select the unrated items with the highest predicted ratings as recommendations to the user.

In practice, a user may not rate all the available items, and hence we observe only a subset of the user-item rating matrix. For the task of recommendations, we need to complete the matrix by predicting the missing ratings and select the unrated items with high predicted ratings as recommendations for a user. The matrix completion approach [3] assumes that the user-item rating matrix is low rank and estimates the missing ratings based on the observed ratings in the matrix. The state-of-the-art collaborative filtering methods, e.g., Matrix Factorization (MF) [10] are based on the matrix completion approach.

Assuming that the user-item rating matrix is low-rank, it was shown that in order to accurately recover the underlying low-rank model of a \( n \times n \) matrix of rank \( r \), at least \( O(nr\log(n)) \) entries in the matrix should be sampled uniformly at random [4]. However, most real-world rating matrices exhibit a skewed distribution of ratings as some users have provided ratings to few items and certain items have received few ratings from the users. This skewed distribution may result in insufficient ratings for certain users and items, and can negatively affect the accuracy of the matrix completion-based methods.

This paper investigates how the skewed distribution of ratings in the user-item rating matrix affects the accuracy of the matrix completion-based methods and shows by extensive experiments on different low-rank synthetic datasets and as well as on real datasets that the matrix completion-based methods tend to have poor accuracy for the items and the users with few ratings. Moreover, this work illustrates that as we increase the number of latent dimensions, the prediction performance for the items and the users with sufficiently many ratings continues to improve, whereas the accuracy of the items and the users with few ratings degrades. This suggests that because of over-fitting, the matrix completion-based methods for large number of latent dimensions do not generalize well for the items and the users with few ratings.

Building on this finding, we develop four matrix completion-based approaches that explicitly consider the number of ratings received by an item or provided by a user to estimate the rating of the user on the item. Specifically, we introduce (i) Frequency Adaptive Rating Prediction (FARP) method, which uses multiple low-rank models for different frequency of the users and the items; (ii) Truncated Matrix Factorization (TMF) method, which estimates a single low-rank model that adapts with the number of ratings a user and an item has; (iii) Truncated Matrix Factorization with Dropout (TMF + Dropout) method, which is similar to TMF but probabilistically select the ranks for the users and the items; and (iv) Inverse Frequency Weighted Matrix Factorization (IFWMF) method,
which weighs the infrequent users and items higher during low-rank model estimation. Extensive experiments on various datasets demonstrate the effectiveness of the proposed approaches over traditional MF-based methods by improving the accuracy for the items (up to 53% improvement in RMSE) and the users (up to 8% improvement in RMSE) with few ratings.

2 RELATED WORK

The current state-of-the-art methods for rating prediction are based on matrix completion, and most of them involve factorizing the user-item rating matrix [7, 9, 10]. In this work, our focus is on analyzing the performance of the matrix completion-based MF approach and use the derived insights to develop an approach that performs better for the users and the items with few ratings in the user-item rating matrix. These approaches estimate user-item rating matrix as a product of two low-rank matrices known as the user and the item latent factors. If for a user \( u \), the vector \( p_u \in \mathbb{R}^r \) denotes the \( r \) dimensional user’s latent factor and similarly for the item \( i \), the vector \( q_i \in \mathbb{R}^r \) represents the \( r \) dimensional item’s latent factor, then the predicted rating \( \hat{r}_{u,i} \) for user \( u \) on item \( i \) is given by

\[
\hat{r}_{u,i} = p_u q_i^T.
\]

The user and the item latent factors are estimated by minimizing a regularized square loss between the actual and predicted ratings

\[
\min_{p_u, q_i} \frac{1}{2} \sum_{u \in R} \left( r_{ui} - p_u q_i^T \right)^2 + \frac{\beta}{2} \left( ||p_u||^2 + ||q_i||^2 \right),
\]

where \( R \) is the user-item rating matrix, \( r_{ui} \) is the observed rating of user \( u \) on item \( i \), and parameter \( \beta \) controls the Frobenius norm regularization of the latent factors to prevent overfitting.

In another related work [21], it was shown that the lack of uniform distribution of ratings in the observed data could lead to folding, i.e., the unintentional affinity of dissimilar users and items in the low-rank space estimated by matrix completion-based methods. For example, the absence of an explicit rating between a child viewer and a horror movie could lead to an estimation of the corresponding latent factors such that both the child viewer and the horror movie are close in the low-rank space leading to the erratic recommendation of horror movies to the child viewer. We believe that the non-uniform distribution of the ratings is the reason behind this phenomenon.

The non-uniform distribution of ratings can also be viewed as an instance of rating data missing not at random (MNAR) [12]. The proposed solutions to MNAR model the missing data to improve the generated recommendations [13, 17, 19, 20]. However, in our work, we focus on the skewed distribution of ratings which often comes as a result of either new items or new users that are added to the system, or the items that are not popular to get many ratings. We use our analysis to develop a matrix completion-based approach to improve rating prediction for the users who have provided few ratings on items or for the items that have received few ratings from the users.

2.1 Impact of Skewed Distribution

As described in Section 1, the matrix completion-based methods can accurately recover the underlying low-rank model of a given low-rank matrix provided entries are observed uniformly at random from the matrix. However, the ratings in the user-item rating matrix in real-world datasets represent a skewed distribution of entries because some users have provided ratings to few items and certain items have received few ratings from the users.

In order to study how the skewed distribution of ratings in real datasets affects the ability of matrix completion to accurately complete the matrix (i.e., predict the missing entries) we performed a series of experiments using synthetically generated low-rank rating matrices. In order to generate a rating matrix \( R \in \mathbb{R}^{m \times n} \) of rank \( r \) we followed the following protocol. We started by generating two matrices \( A \in \mathbb{R}^{m \times r} \) and \( B \in \mathbb{R}^{n \times r} \) whose values are uniformly distributed at random in \([0, 1]\). We then computed the singular value decomposition of these matrices to obtain \( A = U_A \Sigma_A V_A^T \) and \( B = U_B \Sigma_B V_B^T \). We then let \( P = a U_A \) and \( Q = a U_B \) and \( R = PQ^T \).

Thus, the final matrix \( R \) of rank \( r \) is obtained as the product of two randomly generated rank \( r \) matrices whose columns are orthogonal. The parameter \( a \) was determined empirically in order to produce ratings in the range of \([–10, 10]\).

We used the above approach to generate full rating matrices whose dimensions are those of the two real-world datasets, i.e., Flixter (FX) and Movielens (ML), shown in Table 1. For each of these matrices we select the entries that correspond to the actual user-item pairs that are present in the corresponding dataset and give it as input to the matrix completion algorithm. For each dataset we generated five different sets of matrices using different random seeds and we performed a series of experiments using synthetically generated low-rank matrices of rank 5 and 20. For each rank, we report the average of performance metrics in each set from the estimated low-rank models over all the synthetic matrices.

3.1 Results

3.1.1 Effect of item frequency in synthetic datasets. In order to investigate if the number of ratings an item has, i.e., item frequency, has any influence on the accuracy of the matrix completion-based methods for the item, we ordered all the items in decreasing order of their frequency in the rating matrix. Furthermore, we divided these ordered items into ten buckets and for a user computed the RMSE for items in each bucket based on the error between the predicted rating by the estimated low-rank model and the ground-truth rating. We repeated this for all the users and computed the average of the RMSE of the items in each bucket over all the users. Figure 1 shows the RMSEs across the buckets along with the average frequency of the items in the buckets. As can be seen in the figure, the predicted ratings for the frequent items tend to have lower RMSE in contrast to infrequent items for all the datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Items</th>
<th>Ratings</th>
<th>( \mu_u )</th>
<th>( \sigma_u )</th>
<th>( \mu_i )</th>
<th>( \sigma_i )</th>
<th>%†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flixter (FX)</td>
<td>147K</td>
<td>48K</td>
<td>81M</td>
<td>8.1M</td>
<td>55 226</td>
<td>168 934</td>
<td>3e-4</td>
<td></td>
</tr>
<tr>
<td>Movielens (ML)</td>
<td>229K</td>
<td>26K</td>
<td>21M</td>
<td>92 190 786</td>
<td>3269 3e-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yahoo Music (YM)</td>
<td>143K</td>
<td>136K</td>
<td>9.9M</td>
<td>69 199 73</td>
<td>141 5e-4</td>
<td>73 1693</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netflix (NF)</td>
<td>354K</td>
<td>17K</td>
<td>9.5M</td>
<td>22 59 335</td>
<td>1693 3e-3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

† Average ratings per user (\( \mu_u \)) or per item (\( \mu_i \)).

Standard deviation of ratings per user (\( \sigma_u \)) or per item (\( \sigma_i \)).

The percentage of observed ratings in the dataset.
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Followed the standard procedure of cross-validation and exhaustive completion on a random held-out subset of the real datasets. We accurately by the matrix completion method, we evaluated matrix factors accurately. Hence for the real datasets, items appearing at the top in ordering by frequency and having high predicted scores is because they have sufficient ratings to estimate their latent factors. As can be seen in the figure, the number of accurate predictions is significantly lower for items having fewer ratings (≤ 20) compared to that of the items having a large number of ratings (≥ 30). The lower error of the frequent items is because they have sufficient ratings to estimate their latent factors accurately. Hence for the real datasets, items appearing at the top in ordering by frequency and having high predicted scores will form a reliable set of recommendations to a user.

3.1.2 Effect of frequency on accuracy in real datasets. In order to assess the finding that the infrequent items are not estimated accurately by the matrix completion method, we evaluated matrix completion on a random held-out subset of the real datasets. We followed the standard procedure of cross-validation and exhaustive grid search for hyperparameters for model selection. We computed RMSE over the infrequent items in the test split, i.e., the items that have few ratings in the training split. For the analysis, we ordered the items in increasing order by the number of ratings in training splits. Next, we divided these ordered items into quartiles and identified the items in the first and the last quartile as the infrequent and the frequent items, respectively.

Figures 3 show the RMSE for the items and the users in the test for the MovieLens (ML) dataset. We can see that the RMSE of the frequent items (or users) is lower than that of the infrequent items (or users). Furthermore, we observed similar trends in the remaining datasets (results not shown here due to space constraints). These results suggest that the matrix completion method fails to estimate the preferences for the infrequent items (or users) accurately in the real datasets. Also, the RMSE of the infrequent items increases with the increase in the rank while that of frequent items decreases with the increase in the rank. Similarly, the RMSE of the infrequent users increases with the increase in the rank. The increase in RMSE with the increase in ranks suggests that infrequent items or infrequent users may not have sufficient ratings to estimate all the ranks accurately thereby leading to the error in predictions for such users or items. The finding that infrequent items or infrequent users have better accuracy for fewer ranks follows from the result that \(O(nr \log(n))\) entries are required to recover the underlying low-rank model of a \(n \times n\) matrix of rank \(r\) [4], and therefore for fewer entries (e.g., infrequent users or infrequent items) we may recover only fewer ranks of the underlying low-rank model accurately.

4 METHODS

The analysis presented in the previous section showed that as the underlying rank of the low-rank model that describes the data increases, the error associated with estimating such a low-rank model from the skewed data increases for the infrequent users and the infrequent items. We use these observations to devise multiple approaches to improve the accuracy of the low-rank models for such users and items.

4.1 Frequency Adaptive Rating Prediction (FARP)

Since the error of the predictions from the estimated low-rank models increases for the infrequent users or items in skewed data, we propose to estimate lower dimensional latent factors for the infrequent users or items, and estimate higher dimensional latent factors for the frequent users or items. In this approach, we propose to learn multiple low-rank models with different ranks from all the available data and while predicting the rating of a user on an item we select the model that performed the best for the infrequent user or the item associated with the rating. Hence, the predicted rating of user \(u\) on item \(i\) is given by

\[ \hat{r}_{ui} = p_{uk}q_{ik}^T, \]

where \(p_{uk}\) and \(q_{ik}\) are the user and the item latent factors from the \(k\)th low-rank model. For example, if \(f_u < f_i\) then we select the \(k\)th low-rank model for prediction such that it has the best performance for users having frequency \(f_u\), and similarly if \(f_i < f_u\) then we select the model with the best performance for items with frequency \(f_i\).
where parameters are selected probabilistically for updates during learning of the model. Similar to regularization it provides a way of preventing overfitting in learning of the model. The active ranks to be selected are given by

\[ h_{u,i}[j] = \begin{cases} 1, & \text{if } j \leq \theta_{u,i} \\ 0, & \text{otherwise} \end{cases} \]

where \( \theta_{u,i} \sim \text{Poisson}(k_{u,i}) \). We will call this method as Truncated Matrix Factorization with Dropout (TMF + Dropout). Similar to Equation 2, the parameters of the model, i.e., the user and the item latent factors can be estimated by minimizing a regularized square loss between the actual and the predicted ratings.

4.2.3 Rating prediction. After learning the model the predicted rating for user \( u \) on item \( i \) for TMF model is given by

\[ \hat{r}_{u,i} = p_u(q_i \odot h_{u,i})^T, \]

where the active ranks, i.e., \( h_{u,i} \), is given by Equation 6. The predicted rating for the user and the item under TMF + Dropout model is given by the least number of ranks for whom the cumulative distribution function (CDF) for Poisson distribution with parameter \( k_{u,i} \) obtains approximately the value of \( s \). The active ranks, i.e., \( h_{u,i} \), for prediction under TMF + Dropout are given by

\[ h_{u,i}[j] = \begin{cases} 1, & \text{if } j \leq s \\ 0, & \text{otherwise} \end{cases} \]

where \( s \) is the least number of ranks for whom the CDF, i.e, \( P(x \leq s) \approx 1 \) and \( x \sim \text{Poisson}(k_{u,i}) \).

Unlike FARP, which requires us to estimate multiple models, TMF estimates a single model however it involves tuning of more hyperparameters in comparison to FARP.

4.3 Inverse Frequency Weighted Matrix Factorization (IFWMF)

In addition to the above approaches, we explored a weighted matrix factorization-based approach where we weigh the reconstruction error higher for the infrequent users and items. We propose to estimate the user and the item latent factors by minimizing a regularized weighted square error loss between the actual and the predicted ratings

\[ \min_{p_u, q_i} \frac{1}{2} \sum_{r_{ui} \in R} w_{ui} \left( r_{ui} - p_u q_i^T \right)^2 + \frac{\beta}{2} \left( ||p_u||_2^2 + ||q_i||_2^2 \right), \]

where the the weight \( w_{ui} \) is given by

\[ w_{ui} = \frac{1}{1.0 + \rho f_{min}}, \]

where \( \rho \) is a constant, \( f_{min} = \min(f_{u,i}) \), \( f_u \) and \( f_i \) are the normalized frequency of user \( u \) and item \( i \), respectively. Essentially, we weigh the error in predictions more for the infrequent users and the infrequent items. This resembles the weighted matrix factorization [7, 8] where the weight of the reconstruction error is proportional to the confidence on the observed rating of user \( u \) on item \( i \) however in our method we weigh the error inversely proportional to the frequency of ratings observed for user \( u \) or item \( i \). This is similar to the inverse propensity model-based approach [17], where the propensity is proportional to the frequency of the user
We performed grid search to tune the dimensions of the latent factors, regularization hyper-parameters, constant ($\lambda$), and sigmoid function’s parameters, i.e., $k$ and $z$. We searched for regularization weights ($\lambda$) in the range $[0.001, 0.01, 0.1, 1, 10]$, dimension of latent factors ($r$) in the range $[1, 5, 10, 15, 25, 50, 75, 100]$, constant ($\rho$) in the range $[1, 10, 50]$, steepness constant ($k$) in the range $[1, 5, 10, 20, 40]$, and mid-point ($z$) in the range $[-0.75, -0.50, -0.25, 0, 0.25, 0.50, 0.75]$. The final parameters were selected based on the performance on the validation split. For LLORMA, we varied the number of local models ($l_m$) in the range $[1, 5, 8, 15, 25, 50]$. For FARP, we ordered the users in ascending order by frequency and divided them into equal quartiles. For each quartile, we saved the best performing model, i.e., the model having the lowest RMSE for all the users in that quartile in the validation split. Similarly, we ordered the items in ascending order by frequency and divided them into equal quartiles. Similar to users, we saved the best performing model for each quartile of items. At the time of prediction of rating for a user on an item, we choose the model associated with the quartile of the user if the user is having lower number of ratings than the item, and if the item is having lower number of ratings than the user than we choose the model associated with the quartile of the item.

5.3 Datasets

In addition to Flixster (FX) [22] and Movielens 20M (ML) [6] datasets, we evaluated our proposed methods on subsets of the Yahoo Music (YM) [1, 16] and Netflix (NF) [2] datasets that we created in order to have a skewed distribution. These datasets were generated as follow. First, for each user we randomly selected the number of ratings that we want to sample from the user’s ratings and randomly sampled these ratings for all users. Next, from the sampled ratings in previous step, for each item we randomly selected the number of ratings that an item has received from users in sampled ratings and randomly sampled these ratings for all the items. After following the above two steps, the sampled ratings from these datasets follows a skewed distribution and characteristics of all the datasets used in experiments are presented in Table 1.

5.4 Evaluation methodology

To evaluate the performance of the proposed methods we divided the available ratings in different datasets into training, validation and test splits by randomly selecting 20% of the ratings for each of the validation and the test splits. The validation split was used for model selection, and the model that was selected was used to predict ratings on the test split. We repeated this process three times and report the average RMSE across the runs.

In addition to computing RMSE obtained by different methods for the ratings in the test split, we also investigated the performance of the proposed approaches for the items with a different number of ratings in the training split. To this end, we ordered the items and the users in increasing order by their number of ratings in training split and divided them equally into quartiles. We will report the RMSE achieved by different methods for ratings in the test split for the users and the items in these quartiles.

6 Results and Discussion

6.1 Performance for rating prediction on entire dataset

Table 2 shows the results achieved by the proposed methods on the various datasets. As can be seen in the table for the task of rating predictions for all the ratings in the test splits the proposed approaches perform better than the MF method for FX, ML, YM and NF datasets. Interestingly, the proposed approaches have performed even better than the state-of-the-art LLORMA method and this suggests that LLORMA can be further improved by estimating local low-rank models that considers the skewed distribution of ratings in datasets. We found the difference between the predictions of different methods to be statistically significant ($p$-value ≤ 0.01 using two sample t-test). The performance is significantly better for FX in comparison to that of other datasets. Additionally, on FX dataset, the MF method outperforms the LLORMA method and a possible reason for this is that because of the skewed distribution LLORMA is not able to estimate a model that is as accurate as a global MF model. Moreover, LLORMA needs a significantly large number of local low-rank models in comparison to the proposed approaches. Also, by comparing the number of latent dimensions used by the models shown in Table 2 we can see that, for ML, TMF + Dropout and LLORMA needs significantly fewer ranks, i.e., 25, in comparison to that of MF, i.e., 100, to achieve the same performance and we believe that this could be because of MF overfitting the ML dataset for higher dimension of latent factors.

6.2 Performance for the users and the items with different number of ratings

Table 2 also shows the performance achieved by the different methods across the different quartiles of users and items. By comparing the performance of the different schemes we can see that the proposed methods significantly outperform the MF method and state-of-the-art LLORMA method for lower quartiles for majority of the datasets. This illustrates the effectiveness of the developed methods for the users and the items with few ratings. The better performance of the proposed methods for the users and the items with few ratings is because we can estimate accurately only a few ranks
We have to tune only three parameters, i.e., number of low-rank hyperparameters to tune. Specifically, in TMF-based approaches we have to tune regularization weights ($\lambda$) and dimension of latent factors ($r$). This might be of interest to practitioners because multiple low-rank models under FARP can be estimated in parallel using vanilla MF widely available in off-the-shelf packages, e.g., SPARK [23] and scikit-learn [14].

While the IFWMF method performs better than MF in lower quartiles, the other proposed approaches, i.e., FARP and TMF-based methods, outperform IFWMF for most of the quartiles in all the dataset thereby illustrating the effectiveness of FARP and TMF-based methods in preventing over-fitting and generating better predictions.

### 7 Conclusion

In this work, we have investigated the performance of the matrix completion-based low-rank models for estimating the missing ratings in real datasets and its impact on the item recommendations. We showed in Section 3 that the matrix completion-based methods because of skewed distribution of ratings fail to predict the missing entries accurately in the matrices thereby leading to an error in predictions and thus affecting item recommendations. Based on these insights we presented different methods in Section 4, which considers the frequency of both the user and the item to estimate the low-rank model or for predicting the ratings. The experiments on real datasets show that the proposed approaches significantly outperform the state-of-the-art Matrix Factorization method for rating predictions for the users and the items having few ratings in the user-item rating matrix.
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