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Abstract

Clustering in data mining is a discovery process that groups
a set of data such that the intracluster similarity is maxi-
mized and the intercluster similarity is minimized. These
discovered clusters are used to explain the characteristics
of the data distribution. In this paper we propose a new
methodology for clustering related items using association
rules, and clustering related transactions using clusters of
items. Our approach is linearly scalable with respect to the
number of transactions. The frequent item-sets used to de-
rive association rules are also used to group items into a
hypergraph edge, and a hypergraph partitioning algorithm
is used to �nd the clusters. Our experiments indicate that
clustering using association rule hypergraphs holds great
promise in several application domains. Our experiments
with stock-market data and congressional voting data show
that this clustering scheme is able to successfully group
items that belong to the same group. Clustering of items
can also be used to cluster the transactions containing these
items. Our experiments with congressional voting data show
that this method is quite e�ective in �nding clusters of trans-
actions that correspond to either democrat or republican
voting patterns. Compared to the existing clustering algo-
rithmAutoclass, our algorithm produced comparable quality
clusters in the congressional voting data.
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cilities was provided by AHPCRC, Minnesota Supercomputer In-
stitute, Cray Research Inc., and NSF grant CDA-9414015. See
http://www.cs.umn.edu/�han for an extended version of this pa-
per and other related papers.

1 Introduction

Clustering in data mining is a discovery process that groups
a set of data such that the intracluster similarity is maxi-
mized and the intercluster similarity is minimized [CHY96].
These discovered clusters are used to explain the characteris-
tics of the data distribution. For example, in many business
applications, clustering can be used to characterize di�erent
customer groups and allow businesses to o�er customized
solutions, or to predict customer buying patterns based on
the pro�les of the cluster to which they belong.

Given a database of transactions, there are two di�er-
ent kinds of clustering that are potentially useful. First
is the clustering of items present in the transactions. In
many domains, the ability to cluster related items is of par-
ticular importance. Consider for instance the items that
are sold in a grocery store. If we can cluster these items
into item-groups that are often sold together, we can then
use this knowledge to perform e�ective shelf-space organi-
zation as well as target sales promotions. The association
rules [AMS+96, HF95, HKK97] discovered in transaction
databases can be used as clusters of items. However, this
will lead to a very large number of clusters, each contain-
ing a small number of items. Hence, the knowledge that
can be extracted out of these clusters is relatively �ne grain.
Going back to our grocery store example, we may be able
to �nd rules that say pasta-brand-A and sauce-brand-B im-
plies parmesan-cheese-brand-C, for di�erent brands of pasta,
sauce, and cheese; indicating in each case that the group
of three items are related. However, by only looking at
each rule, we cannot discover the higher-level knowledge
that pasta, sauce, and parmesan-cheese are related. Gen-
eralized association rules [SA95] can potentially be used to
discover some of this higher-level knowledge by providing
to the association-rule discovery algorithm a taxonomy on
the items. However, a given taxonomy cannot capture all
interesting relationships among the items. For example con-
sider the following two rules discovered in a typical census
database:

Rule 1: fself-employed and white and college-degreeg
) fcapital-gains-over-10kg



Rule 2: fmanager and white and college-degreeg
) fcapital-gains-over-10k g

From these two rules we can infer that the items self-employed,
manager, white, college-degree, and capital-gains-over-10k
are related; however, no taxonomy can naturally capture
this relationship.

The second type of clustering is the clustering of transac-
tions. For example, in direct mail order business, a transac-
tion corresponds to products purchased by one client during
a set time period. The major marketing/advertising costs of
many direct mail order businesses is the cost of their direct
mailings (catalogs). E�ective clustering of the customers
can be used to perform direct marketing by sending cus-
tomized catalogs to groups of customers. Similarly, in Web-
based organizations, clustering of client transactions (access
patterns recorded in server logs) can be used to dynamically
present users with customized information or with targeted
advertising [MJHS96].

Clustering of transactions has been studied in several ar-
eas including statistics [DJ80, Lee81, CS96], machine learn-
ing [SD90, Fis95], and data mining [NH94, CS96]. Most of
the previous approaches in these areas are based on either
probability or distance measure. If I is the number of di�er-
ent items, then each transaction is represented by a point in
an I-dimensional space. Points (i.e., transactions) that are
near-by in this I-dimensional space are clustered together.
These clustering algorithms are able to e�ectively cluster
transactions when the dimensionality of the space (i.e., the
number of di�erent items) is relatively small and most of the
items are present in each transaction [DJ80, SD90, NH94].
However, these schemes fail to produce meaningful clusters,
if the number of items is large and/or the fraction of the
items present in each transaction is small. This type of
data-sets are quite common in many data mining domains
(e.g., market basket analysis), in which the number of dif-
ferent items is very large but each transaction has only few
of these items. For example, a typical grocery store sells
thousands of di�erent items but each customer buys only a
few of them (usually less than thirty).

In this paper we propose a new methodology for clus-
tering related items using association rules, and clustering
related transactions using clusters of items. Frequent item-
sets, that are used to derive association rules, are sets of
items of the database that meet a minimum support crite-
rion [AMS+96]. These frequent item-sets are used to group
items into hypergraph edges, and a hypergraph partition-
ing algorithm [KAKS97] is used to �nd the clusters. The
knowledge that is represented by clusters of related items
can also be used to e�ectively cluster the actual transactions
by looking at the clusters that these transactions belong to.
For example, clusters of related items in a grocery store can
be used to cluster together customers that are vegetarian,
or that like certain ethnic foods. Similarly, clusters of items
in census data can be used to cluster together individuals
that belong to the same income levels.

Our algorithm is linearly scalable with respect to the
number of transactions in the data base. The �rst step of
our method, �nding frequent item-sets, has been experimen-
tally shown to be linearly scalable in [AMS+96]. Once a
hypergraph is constructed from the frequent item-sets, the

remaining steps are independent of the number of transac-
tions. The run time of the hypergraph partitioning depends
only on the number of vertices and hyperedges. Hence, our
algorithm is linearly scalable with respect to the number of
transactions.

Our experiments with stock-market data shows that our
item-clustering scheme is able to successfully generate clus-
ters of companies that belong to the same industry group.
Our experiments with congressional voting data show that
this method is quite e�ective in clustering the votes into
groups that are mostly supported by either republicans or
democrats. When these clusters of votes is used to clus-
ter transactions our scheme was quite e�ective in �nding
transaction clusters that correspond to either democrat or
republican voting patterns. Compared to the existing clus-
tering algorithm Autoclass [CS96], our algorithm produced
comparable quality clusters in the congressional voting data.

The rest of this paper is organized as follows. Section 2
describes the proposed clustering techniques. Section 3 con-
tains discussion and future works.

2 Clustering Based on Association Rules

The frequent item-sets [AMS+96] found in transaction databases
often reveal hidden relationships and correlations among
data items. Association rule discovery in data mining has
been used to discover such relationships in very large data
repositories. Here we explore the feasibility and advantages
of using the discovered association rules to cluster closely
related data items into groups. Such clusters could be used
in some domains to classify data items, to make predictions
about similar data items, or to reduce the size of rule sets
by eliminating those that are not interesting. We also, ex-
plore the use of discovered rules to cluster related transac-
tions containing the data items. Clustering of transaction
could be particularly useful in classifying users according to
their behavior, such as the buying patterns of customers in
supermarkets or client access patterns in a web-based envi-
ronment [MJHS96].

2.1 Clustering of Data Items

Our method �nds the clusters of items by constructing a
weighted hypergraph from the frequent item-sets and parti-
tioning this hypergraph using some similarity criteria related
to the con�dence of the association rules of these frequent
item-sets. A hypergraph [Ber76]H = (V;E) consists of a set
of vertices (V ) and a set of hyperedges (E). A hypergraph is
an extension of a graph in the sense that each hyperedge can
connect more than two vertices. In our model, the vertex
set corresponds to the distinct items in the database and
the hyperedges correspond to the frequent item-sets. For
example, if fA B Cg is a frequent item-set, then the hyper-
graph contains a hyperedge that connects A, B, and C. The
weight of a hyperedge is determined by a function of the
con�dences of the all the association rules involving all the

items of the hyperedge. For example, if fAg
0:8
=)fB Cg, fA

Bg
0:4
=)fCg, fA Cg

0:6
=)fBg, fBg

0:4
=)fA Cg, fB Cg

0:8
=)fAg,

and fCg
0:6
=)fA Bg are all the possible association rules with

con�dence noted and the weighting function is the average
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Figure 1: Clustering Based on Association Rule Hyper-
graphs

of the con�dences, then the weight of the hyperedge con-
necting A,B, and C is 0.6.

In our preliminary experiments, we used HMETIS [KAKS97]
to partition this hypergraph. HMETIS is a multi-level par-
titioning algorithm that has been shown to quickly produce
high quality partitions (i.e., the sum of the weights that
straddle partitions is minimized). HMETIS produces bal-
anced k-way partitions, where k (i.e., the number of parti-
tions) is speci�ed by the user.

In order to evaluate the validity of our clustering algo-
rithm, we conducted an experiment using stock activity data
for S&P 500 companies to see if the proposed technique can
correctly cluster various publicly traded companies accord-
ing to their industry groups. One transaction in this experi-
ment is one day's S&P500 stock price movements compared
to the previous day's closing price. The items in a transac-
tion are company names with either up or down indicator.
We gathered 717 transactions of S&P500 stock data from
Jan. 1994 to Oct. 1996. We found 20 clusters of which 16
were clean clusters (i.e., we could label the cluster with an
industry based on the items in the cluster) and 4 were mixed
clusters. Some of the clean clusters found from this data are
shown in Table 1.

The clusters in Table 1 show stocks that move together.
With the clusters found, we may focus on the association
rules within the clusters to �nd out strongly connected items.
We may also focus on the association rules that cross the
clusters and that have high con�dence. Such intercluster
rules may be useful in de�ning cluster level relationships or
characterizing higher level association rules [HF95, SA95].

2.2 Clustering of Transactions

Our method performs clustering of the transactions based
on the clusters of items discovered using the techniques de-
scribed in Section 2.1. The items in a cluster serve as the
description of the cluster of which transactions belong to.
So given the clusters of items and a transaction, one can

determine the cluster that the transaction belongs to by cal-
culating the score of each cluster based on the items in the
transaction and the items in the clusters. A simple score
function might be the ratio jT

T
Cij=jCij, where T is the

transaction and Ci is a cluster of items. A transaction be-
longs to the cluster which has the highest score with respect
to that transaction.

We performed clustering of transactions on 1984 United
States Congressional Voting Records Database provided by
[MM96]. The data set includes 435 transactions each corre-
sponding to one Congressman's votes on 16 key issues. We
removed class values from each transaction, and we followed
the steps speci�ed in Section 2.1 to generate the clusters of
items. These clusters are shown in Table 2.

Given the item clusters of Table 2, we used the simple
score function described earlier to cluster the transactions.
We then evaluated these transaction clusters to see to what
extent they represent voting records of congressmen belong-
ing to the same party. In particular, for each transaction
cluster, we counted the number of democrats and republi-
cans that belong to it. Table 3(a) shows that cluster 1 rep-
resents mostly republican congressmen, cluster 2 represents
mostly democrat congressmen and cluster 3 also represents
democrat congressmen. The characteristics of the clusters
are more evident when we just include transactions to a clus-
ter only if the matching score is 1.0 for the item cluster, i.e.
the transaction contains all the items of the item cluster.
Table 3(b) shows the result on this clustering.

We also compared our transaction clusters to the clus-
ters found by Autoclass [CS96]. Table 4 shows the number
of democrats and republicans that belong to the clusters
found by Autoclass. Autoclass found 5 clusters where as our
method found 3 clusters. Both results found 2 big clusters
(clusters 1 and 2) that have one dominant party line. In ad-
dition to these two big clusters, our method found cluster 3
which is relatively small and has mostly democrat congress-
men. On the other hand, Autoclass found cluster 3 which
is evenly divided by democrat and republican congressmen,
cluster 4 which has mostly democrat congressmen and clus-
ter 5 which is relatively small and has more republican con-
gressmen than democrat congressmen. These comparisons
show that our method produced clusters that are compara-
ble (if not better) to those of Autoclass in quality.

3 Discussion and Future Works

In this paper, we have presented preliminary results on new
methods for clustering items and transactions based on the
frequent item-sets discovered in the association mining pro-
cess. Our algorithm is linearly scalable with respect to the
number of transactions in the data base. The �rst step of
our method, �nding frequent item-sets, has been experimen-
tally shown to be linearly scalable in [AMS+96]. Once a
hypergraph is constructed from the frequent item-sets, the
remaining steps are independent of the number of transac-
tions. The run time of HMETIS is O(log k(V + E)), where
k is the depth of bisection partition tree, V is the number of
vertices and E is the number of hyperedges. The number of
vertices in an association-rules hypergraph is the same as the
number of distinct items in the data base which is �xed for



Discovered Clusters Industry Group

APPLIED MATL↓, BAY NETWORK↓, 3 COM↓, CABLETRON SYS↓,

CISCO↓, DSC COMM↓, HP↓, INTEL↓, LSI LOGIC↓, MICRON TECH↓, Technology 1

NATL SEMICONDUCT↓, ORACLE↓, SGI↓, SUN↓, TELLABS INC↓, TEXAS INST↓
APPLE COMP↓, AUTODESK↓, ADV MICRO DEVICE↓, ANDREW CORP↓,

COMPUTER ASSOC↓, CIRC CITY STORES↓, COMPAQ↓, DEC↓, EMC CORP↓, Technology 2

GEN INSTRUMENT↓, MOTOROLA↓, MICROSOFT↓, SCIENTIFIC ATL↓
FANNIE MAE↓, FED HOME LOAN↓, MBNA CORP↓, MORGAN STANLEY↓ Financial

BAKER HUGHES↑, DRESSER INDS↑, HALLIBURTON HLD↑, LOUISIANA LAND↑, Oil

PHILLIPS PETRO↑, SCHLUMBERGER↑, UNOCAL↑
BARRICK GOLD↑, ECHO BAY MINES↑, HOMESTAKE MINING↑, Gold

NEWMONT MINING↑, PLACER DOME INC↑
ALCAN ALUMINUM↓, ASARCO INC↓, CYPRUS AMAX MIN↓,

INLAND STEEL INC↓, INCO LTD↓, NUCOR CORP↓, PRAXAIR INC↓, Metal

REYNOLDS METALS↓, STONE CONTAINER↓, USX US STEEL↓

Table 1: Clustering of S&P 500 Stock Data

Cluster Voting Items

adoption-of-the-budget-resolution-NO, physician-fee-freeze-YES, el-salvador-aid-YES

1 religious-groups-in-schools-YES, anti-satellite-test-ban-NO, aid-to-nicaraguan-contras-NO,

mx-missile-NO, education-spending-YES, crime-YES, duty-free-exports-NO

adoption-of-the-budget-resolution-YES, physician-fee-freeze-NO, el-salvador-aid-NO,

2 anti-satellite-test-ban-YES, aid-to-nicaraguan-contras-YES, mx-missile-YES,

education-spending-NO, crime-NO

handicapped-infants-NO, water-project-cost-sharing-YES, immigration-YES,

3 synfuels-corporation-cutback-YES, superfund-right-to-sue-YES,

export-administration-act-south-africa-NO

Table 2: Clustering of Congressional Voting Items

Class

Republican

Cluster 1 Cluster 3Cluster 2

159 7 2

Democrat 38 13216

Class

Republican

Cluster 1 Cluster 3Cluster 2

Democrat 2

86

133

0

2

1

(a) Clustering of the full transaction (b) Clustering of transactions with matching score 1.0

Table 3: Clustering of Congressional Voting Data Set

Class

Republican

Cluster 1 Cluster 3Cluster 2

Democrat 3022

Cluster 5

2 8

4

Cluster 4

0

163

130 28

48

Table 4: Clustering of Congressional Voting Data Set by Autoclass



a given data base. The number of hyperedges is the same
as the number of frequent item-sets with support greater
than the minimum support. We can control the number of
hyperedges by changing the minimum support and/or lower
limit on the weights of the hyperedges. In particular, we
can raise the minimum support to decrease the number of
frequent item-sets and we can include hyperedges in the hy-
pergraph only if they have at least minimum weight. Hence,
our algorithm is linearly scalable with respect to the number
of transactions.

Our preliminary experiments indicate that clustering us-
ing association rule hypergraphs holds great promise in sev-
eral application domains. Our experiments with the S&P
500 stock data show that the clustering of items based on
frequent item-sets work quite well. The preliminary exper-
iments with congressional voting data also show that the
clustering of transactions based on clusters of items is quite
e�ective. Compared to the existing clustering algorithm Au-
toclass, our algorithm produced comparable quality clusters
in the congressional voting data.

We are investigating ways to improve the modeling such
that the relationship among items are more accurately cap-
tured in hypergraph. More speci�cally, we are evaluating
di�erent weight functions for the hypergraph edges. We are
also working on to improve HMETIS such that the number
of partitions can be determined automatically by evaluating
�tness of the partitions. In the clustering of transactions,
we are evaluating di�erent matching schemes that can be
used in matching transactions against item clusters.

Our algorithm for constructing clusters of items and trans-
actions can be used in many di�erent ways. For example,
discovered clusters can be used for improving accuracy, ef-
�ciency and robustness of classi�cation algorithm, and for
detecting deviations. It also appears possible to �nd inter-
esting high con�dence association rules that have very low
support using discovered clusters.
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