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ABSTRACT

Methods that accurately predict the grade of a student at a
given activity and/or course can identify students that are
at risk in failing a course and allow their educational insti-
tution to take corrective actions. Though a number of ap-
proaches have been developed for building such performance
prediction models, they either estimate a single model for all
students based on their past course performance and interac-
tions with learning management systems (LMS), or estimate
student-specific models that do not take into account LMS
interactions; thus, failing to exploit fine-grain information
related to a student’s engagement and effort in a course. In
this work we present a class of linear multi-regression models
that are designed to produce models that are personalized
to each student and also take into account a large number of
features that relate to a student’s past performance, course
characteristics, and student’s engagement and effort. These
models estimate a small number of regression models that
are shared across the different students along with student-
specific linear combination functions to facilitate personal-
ization. Our experimental evaluation on a large set of stu-
dents, courses, and activities shows that these models are
capable of improving the performance prediction accuracy
by over 20%. In addition, we show that by analyzing the
estimated models along with the student-specific combina-
tion functions we can gain insights on the effectiveness of the
educational material that is made available at the courses of
different departments.
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1. INTRODUCTION

Motivated by the ongoing desire to improve the quality of
education and address the ever increasing cost of higher edu-
cation by ensuring that students graduate within four years,
data mining techniques have been increasingly deployed to
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analyze the vast amounts of historical data being collected
at various Colleges and Universities that pertain to students’
academic performance. One of the problems that these tech-
niques are trying to solve is to identify the students that are
at risk of failing a course and thus allow the institution to
take corrective actions by providing additional services and
resources to the students and/or instructors.

Two general classes of approaches have been developed for
solving this problem, both of which rely on supervised learn-
ing. The first uses a set of features related to the student’s
past course performance and interactions with online learn-
ing management systems (LMS) to estimate a single regres-
sion model [3]. This model is estimated to predict the stu-
dent’s course grade as a function of these features. The sec-
ond uses factorization models, initially developed in the con-
text of recommender systems, to predict students’ grades for
different course activities. Specifically, multi-relational mod-
els were used to predict students’ performance by learning
latent factors that satisfy student-task and task-skill rela-
tions [5] while approaches based on tensor factorization were
used to take temporal aspects into consideration by model-
ing the fact that, over time, students acquire knowledge and
develop expertise [7]. Unlike the models based on a single
regression, factorization models can achieve better predic-
tion accuracy as their prediction models are personalized to
each student. However, these approaches entirely ignore the
various features associated with how the students interact
with the material/information provided in the LMS, which
can potentially be used to improve the overall prediction
accuracy.

In this work we investigate the effectiveness of a class of
linear multi-regression models for predicting the students’
performance at various course activities (e.g., quizzes and as-
signments). These models, that were inspired by previously
developed approaches in the area of recommender systems
[8, 2, 6], estimate a small number of linear regression mod-
els along with a student-specific linear function to combine
them. The advantage of this approach is that the regression
models are estimated by taking into account the historical
information of all students that allows for cross-student in-
formation sharing and thus overcome issues related to data
sparsity while providing accurate modeling of each student’s
unique characteristics via the user-specific linear combina-
tion function. The regression models utilize a wide-range of
features that include the students’ past course performance,



their interactions with the LMS, and information related to
the type of course and activity. We experimentally eval-
uated the performance of these models on a large dataset
extracted from the University of Minnesota’s Moodle instal-
lation [1] that contains 832 courses, 11,556 students, and
189,641 graded activities. The multi-regression models were
able to achieve an RMSE of 0.147 whereas the RMSE of the
corresponding single regression model was 0.177.

An advantage of the multi-regression model is that by clus-
tering the students based on their combination weights we
can segment them into groups whose prediction models are
quite similar. By analyzing these groups we can gain insights
on the factors that determine the students’ performance, dis-
cover systematic differences across the groups, and identify
areas for further analysis. Towards this end, we analyzed
the combination weights for the multi-regression model con-
sisting of just two regression models and identified three
groups of students. The underlying regression models for
two of these groups were different from each other in how
much they rely on the LMS interaction features. In addition,
some of the Departments in which the courses that these stu-
dent took showed a high specificity to one of these groups.
These results may suggest that the type of information that
is provided in the LMS for certain departments may not be
beneficial in improving the grades of the students and as
such accessing it does not lead to better understanding and
thus grades.

The rest of the paper is organized as follows. Section 2 de-
scribes the multi-regression model that we used. Section 3
describes the dataset that we used along with the various
features that we extracted. Section 4 provides the experi-
mental evaluation and analysis of the results. Finally, Sec-
tion 5 provides some concluding remarks.

2. MODEL DESCRIPTION

We wish to learn a model that predicts the student grades
within the different course activities, like assignments and
quizzes, given some input features. To achieve this, we de-
veloped a linear multi-regression model inspired by [8] and
[2]. In this model, the grade §s o for student s in activity a
is estimated as

gs,a - b.s + bc + Pinsa

1 ng
= bs + bc + Z (p.s,d Z f.sa,k:wd,k),
d=1 k=1

where bs and b, are student and course bias terms, respec-
tively, fso is a vector of length nr that holds the input
features (the predictors), { is the number of linear regres-
sion models, W is a matrix of dimensions [ X nr that holds
the coefficients of the [ linear regression models, and ps is
a vector of length [ that holds the memberships of student
s within the ! different regression models. The term wq
represents the weight of feature k under the d** regression
model, whereas the term ps 4 represents the membership of
student s in the d*" regression model; that is, how much the
d*" regression model contributes to the grade estimation for
student s. Throughout the rest of the paper, we will refer to
the model parameters as the bias terms, the regression mod-
els’ feature weights (referred to by the vectors wi, ..., w;)
and the students’ memberships within the different regres-

(1)

sion models (referred to as ps for each student s).

This multi-regression model has an advantage over learn-
ing a single linear regression model for all students since
the multi-regression model is more personalized. Personal-
ization is achieved through the student-specific membership
weights which determine how much each linear model con-
tributes to the grade estimation for the target student. It
is also achieved through learning student-specific bias terms
that reflect upon individual student differences. The course
bias terms capture the grade patterns within the different
courses. This multi-regression model also has an advantage
over learning a different model for each student as it learns a
smaller number of models that capture the performance pat-
terns of the different student groups. Accordingly, it makes
use of the similarities among the students (with respect to
performance) and can better handle the data sparsity issue.

The parameters of the multi-regression model are estimated
by solving a minimization process of the form
e 2 2

minimize L(W, P, B) + M|PllF + W), (2)
where the loss function £(.) is the Root Mean Squared Er-
ror (RMSE) and W, P and B are the feature weights, stu-
dents memberships and bias terms, respectively. The term
A(||P||Z + ||W||%) controls the magnitude of the feature
weights and the student memberships and thus prevents
over-fitting. The scalar A is fine-tuned in the process of
estimating the model parameters.

In addition to accurately predicting students performance,
the multi-regression model can be used to analyze how the
different features contribute to the predicted grades and thus
gain some insights about the students behavior. For proper
analysis of the estimated model parameters, it is more con-
venient that all the returned feature weights, student mem-
berships, and bias terms have non-negative values which will
make all the model’s components to contribute additively to
the predicted grades. Accordingly, the optimization problem
for learning the model parameters takes the form

minimize L£(W, P, B) + A(||P||% + ||[W]|%), s.t.
(W,P,B)

wa,e >0, 1<d<I, 1<c<nr,

Pea >0, 1<d<1,Vs, 3)
be. > 0, Ve,

bs >0, Vs.

The two minimization problems are solved using stochastic
coordinate descent.

3. DATASET AND EVALUATION

We used a dataset extracted from the University of Min-
nesota’s Moodle installation; which is one of the largest
Moodle installations world wide. The dataset spans two
semesters and it contains 832 course instances and 11,556
students. The courses belong to 157 different departments,
each student has registered in at least 4 courses, and the
total of number of assignment and quiz submissions are
114,498 and 75,143, respectively. The dataset also contained
a total of 251,348 forum posts. We will refer to the assign-
ments and quizzes as activities. The activity grades are nor-
malized to be in the range [0, 1].



3.1 Feature Description

For each student-activity pair (s,a), we constructed a fea-
ture vector fs, whose features fs, fall into three categories:
student-specific features, activity-specific features and Moodle-
interaction features. KEach of these features are described
next.

3.1.1 Student-specific features

These are features related to the student and they mainly
describe the student’s previous grade history. We use two
student-specific features:

- cumGPA: The GPA accumulated over the courses pre-
viously taken by the student.

- cumGrade: The average grade achieved over all of the
pervious activities in the course. For the first activity
in the course, cumGrade is set to the cumGPA.

3.1.2  Activity-specific features

These are features that relate to the activity and the course
that this activity belongs to. We use three activity-specific
features:

- activity type: This can either be quiz or assignment.
The activity type is handled by having two indicator
values, one for quiz and one for assignment.

- course level: The course level takes an integer value of
1, 2, 3 or 4 and describes the course’s level of difficulty
with 4 being the most difficult. These levels are derived
from the numeric designation of the courses.

- department: The department to which the course be-
longs to. Departments are handled by having one indi-
cator feature per department. The feature correspond-
ing to the department of the training instance is set to
1 and the rest are set to 0.

3.1.3 Moodle interaction features

These features describe the student’s interaction with Moo-
dle prior to the due date of the activity. These features were
extracted from Moodle’s log files and are the following:

- m-init-disc: The number of discussions initiated by the
student.

- n-engaged-disc: The number of times that the student
posted to an open discussion.

- n-read-posts: The number of forum discussions that
are read by the student.

- n-viewed-mater: The number of times the student viewed
some course material.

- m-add-contrib: The number of times the student con-
tributed to the course by adding something to the
course page (e.g., a wiki-page).

- n-other-accesses: The number of times the student
made any other kind of access to the course pages.
This feature is concerned with the student’s interac-
tion with the other Moodle modules (e.g., surveys).

For each of the above Moodle interaction features, we cre-
ated five different features that measured the specified inter-
action at various time intervals prior to the due date. Four
of them measure the interaction at [0,1), [1,2), [2,4), and
[4,7) days prior to the due date, whereas the fifth measures
the interaction up to the due date of the previous assign-
ment. These features will be denoted by appending “-x” to
the feature name, where z is the intervals’ upper bound (e.g.,
n-init-disc-1, n-init-disc-2, n-init-disc-4, and n-init-disc-7),
and the fifth will be denoted without the “-z” suffix. Note
that for the forum interaction features, the collected num-
bers were normalized with respect to the total number of
available forum discussions/posts.

3.2 Evaluation

The dataset was randomly split into training and test sub-
sets containing 80% and 20% of the student-activity pairs,
respectively. The model was trained on the training set
and evaluated on the test set. This process was repeated
4 times and the obtained results on the test set were aver-
aged and reported. The model is evaluated in terms of the
root mean squared error (RMSE) between the actual and
predicted grades on the test set.

3.3 Baseline Approach

We compare the performance of a multi-regression model
against the performance of a linear regression model. The
linear regression model estimates the student grades as

np
gsa :w0+zwkfk7 (4)

k=1

where fi is the value of feature k and the wg’s are the re-
gression coefficients of the linear regression model. Note
that this linear regression model is different from a multi-
regression model with one linear model since the latter esti-
mates the student grade as

ng
gsa = bs + bc + ms,1 Zwl,kfka

k=1

where bs and ms,; are the student-specific bias and mem-
bership terms and b, is the course-specific bias term.

4. RESULTS AND ANALYSIS

The results and analysis are presented in three parts. In
the first part, we explore how the multi-regression model
performs given different features and how it performs against
a single linear regression model. In the second part we show
how the different bias terms affect the performance of the
multi-regression model. In the third part we analyze the
estimated model parameters for the cases in which we learn
one, two and three linear models in order to gain insights
about the different student populations.

4.1 Multi-Regression Models Prediction Accu-

racy

In order to see the importance of the Moodle interaction
features and how much they influence the accuracy of the
predicted grades, we trained the multi-regression models and
the baseline model twice; once using the student and activ-
ity features and once using the student, activity and the
Moodle-interaction features.



Figure 1 shows the performances of the linear and the multi-
regression models with and without using Moodle-interaction
features'. The figure also shows the change in RMSE ob-
tained by the multi-regression model as the number of linear
models increases.

These results show that using a multi-regression model with
one linear model gives an RMSE of 0.168 whereas using the
linear regression model described by Equation 4 gives an
RMSE of 0.223. This is due to the student-specific member-
ship and bias terms which enable the multi-regression model
to better capture individual student performances. More-
over, the course-specific bias terms can capture the grade
distribution within the different courses.

Figure 1 also shows that the RMSE obtained by the multi-
regression model decreases with increasing number of linear
models. A larger number of linear models with student-
specific memberships allow for more personalization. Using
ten regression models, the obtained RMSE falls to 0.145.
The incremental gains in RMSE saturate with increasing
number of linear models.

Comparing the performance of the two multi-regression mod-
els in Figure 1, we can see that the model that uses the
Moodle features performs better than the one that does not
use them. A multi-regression model with ten linear mod-
els gives and an RMSE of 0.168 without using the Moodle
features and gives an RMSE of 0.145 using the Moodle fea-
tures. It can also be seen from the RMSE curves of the two
multi-regression models that as the number of linear models
increases, the incremental gains achieved by the model that
does not use the Moodle features saturate faster than the
incremental gains achieved by the other model. The use of
Moodle features lead to more drop in RMSE with increas-
ing number of regression models. We believe this is because
the model that uses the Moodle features have more student-
Moodle interaction information to learn from as the number
of regression models increase.

4.2 Effect of the Bias Terms on the Prediction
Accuracy of the Multi-Regression Models

In order to understand how the different bias terms con-
tribute to the prediction accuracy, we trained the multi-
regression model using each of the student and course bias
terms separetely. Figure 2 shows the performance of multi-
regression models that use different bias terms and different
number of linear models. The plots show that the course
bias contributes to the model accuracy more than the stu-
dent bias.

4.3 Analyzing Feature Weights

For analyzing how the different features contribute to the
predicted grades, we learn the multi-regression model using
Equation 3 that has the non-negativity constrains. As men-
tioned in Section 2, and according to Equation 3, all the
parameters returned by the model are non-negative. This

!These results were generated by learning the model with-
out the non-negativity constrains according to Equation 2.
Recall that these constrains are only used when we wish to
analyze the model parameters and not when we predict the
student grades.
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Figure 1: Change in RMSE as the number of regres-
sion models increases.
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Figure 2: Effect of the different bias terms on the
model performance.

way it is easy to compare the importance of the different
features among the different estimated models. Note that
the non-negativity constrains did not degrade the RMSE in
a significant way. For the case of two linear models, the
RMSE obtained with and without the non-negativity con-
strains are 0.165 and 0.160 respectively.

4.3.1 Determining Importance of Model Parameters

For each feature weight wgq, i, we would like to estimate how
much it contributed to all the estimated grades. Given a
grade gs,a, and according to Equation 2, the weight wq
contributes to §s,q by (ms, W4,k fsa,k). Accordingly, the im-
portance iq,1 of the feature weight wq, is accumulated using
all the estimated grades as

20 acg(Ms,aWa,k fsak)/Js.a
4 ’

where G is the set of all grades in the test set and |G| is the
size of G.

td,k

Similarly, we estimate the importance of the student and
course biases by how much they contribute to all the pre-
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dicted grades. The importance of a student bias term is
estimate as

2gs.acg bs/s.a

9 ’
and the importance of a course bias term is estimate as
Egb,’aeg bc/gs,a
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4.3.2 Results

We analyze the estimated feature weights for learning a
multi-regression model with one, two and three linear mod-
els. Figure 3 shows the estimated feature weights for one
(left), two (center) and three regression models (right). The
binary features representing the departments were omitted
as well as the features with zero or very low importance val-
ues. The features related to the forum activities had very
low importance values and thus were omitted from the fig-
ure. These features have very low importances as they only
appear in a small fraction of the training data (between 10%
and 25% of the training instances), whereas the features re-
lated to viewing the course material appeared in almost all
the training instances.

In all three cases shown in Figure 3, the student bias, course

bias and the features related to viewing the course material
contribute the most to the predicted grades. In the case
of two regression models, which we will refer to as M1 and
M2, the quiz, number of attempts and course level are im-
portant under M1 and not M2. Another interesting point
is that the features related to viewing the course material
have higher importance under M2. In the case of three re-
gression models, which we will refer to as M1, M2 and M3,
the quiz, number of attempts and course level are important
under M1 but not under M2 or M3, whereas the assignment
and most of the features related to viewing the course ma-
terial have higher importance under M2 and M3. The fact
that we have some models concerned with assignments and
others concerned with quizzes and their number of attempts
reflects that the type and properties of the activity have an
impact on predicting student performance.

4.4 Analyzing Student Memberships

Analyzing student memberships can give insights about the
different student populations. We focus on the case in which
we learn a multi-regression model with two linear models
since this case is easy to visualize, and moreover, we have
seen from Figure 3 that the features related to viewing the
course material is more important under one of the two mod-
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Figure 4: Student memberships for a multi-
regression model with two linear models. Every
point represents a student.

els. The latter point indicates that viewing the course ma-
terial does not have the same impact on all students.

4.4.1 Determining Models Contributions to Student
Grades

Given a multi-regression model with two linear models M1
and M2, we would like to estimate for each student s how
much each of the two models contributes to the grades pre-
dicted for s. Given a grade g, and according to Equa-
tion 2, model d, where d € {1,2}, contributes to gs,. by

(Me,a > pE W,k fsa,k). Accordingly, the contribution of model

d to the grades of student s is estimated as

. ng W EGCs Ms,d E:ﬁl wd,kfsa,k/gs,a
]S7d = - |g ‘ )
S

where G, is the set of all grades of student s, and |G| is
the size of G;. The value jsq4 estimates how much model
d, where d € {1,2}, contributes to the grades predicted for
student s, taking into account the membership of s in d,
ms,q. The value js 4 lies in the range [0,1], where js,q =
0 means model d does not contribute at all to the grades
predicted for s, and js,¢ = 1 means that the grades of s
are only estimated via model d. Accordingly, in our case we
have 0 < (js,1 +Js,2) < 1.

We have plotted js,1 against js 2 for each student s as shown
in Figure 4. Each point corresponds to a student, and the
2- and y-axis represent js 1 and js,2, respectively. Some stu-
dents have almost the same contributions by the two models,
whereas other students have a higher contribution by one of
the two models. Since the two models differ in how much
viewing course material influences the predicted grades, this
can indicate that students with high contribution by one
model can be different from students with high contribution
by the other model.
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Figure 5: Student memberships for a multi-

regression model with two linear models. Every
point represents a student. See Section 4.4 for a
description of the point coloring.

In order to explore for student differences, we divided the
students into three different groups based on their (55,1, js,2)
values using the following procedure: First, we normalized
the model contributions js,1 and js2 for each student to
have a one-norm of 1. Second, we estimated the mean
and standard deviation of js 1 for all students, and we got
(1,0) = (0.453,0.142). Finally, we clustered the students
into three different groups as follows:

- Student (Group 1) contains all students with
Js1 > p+o.

- Student (Group 2) contains all students with
Jsi<p—o.

- Student (Group 3) contains all students with
p—0o<jsi1 Sputo.

Student Groups 1, 2 and 3 are shown in Figure 5 in blue,
green and red colors, respectively. We have omitted all stu-
dents with (js,1 + Js,2) < 0.2, that is, students with both
models contributing to their grades by less than 0.2. Groups
1, 2 and 3 contain 847, 797 and 7824 students, respectively.

4.4.2  Analysis of Student Groups

The distribution of the GPA for the three student groups is
shown in Figure 6. Group 1 has a GPA average that is lower
than Groups 2 and 3, and a higher GPA standard deviation
than the other two groups.

We have finally investigated the relative appearance of the
different departments within the three student groups. For
each (department, group) pair (d, g), we have computed the
appearance as

Nd,g /Mg

Qdg = =520 —
Y nan/nn’
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Figure 7: Relative appearance for the different departments within the three student groups.
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groups.

where ng,4 is the number of students belonging to group g
and are enrolled in courses belonging to department d, and
ng is the number of students belonging to gtoup g. The
g4, metric can be interpreted as the probability of group
g given department d. Figure 7 shows how the different
departments tend to appear within each group. Each de-
partment is represented by a vertical line. The vertical
line has a red, a blue and a green part corresponding to
44,61, qd,c2 and gq,G3, that is the department’s appearance
within student Groups 1, 2 and 3, respectively. An inter-
esting finding is that some departments primarily appear
under Group 1 and almost never appear under Group 2 (the
departments towards the left of the figure like Writing, Nurs-
ing and Math). These departments tend to have students
whose access to course material is less influencing of their
predicted grades. This finding may suggest that the type
of material provided in the LMS for the departments that
intensively appear with Group 1 may not be addressing the
right student needs and therefore are not beneficial in im-
proving the grades of the students. Accordingly, students’
access to such non-beneficial material does not lead to better
understanding and thus does not lead to better grades.

S.  CONCLUSIONS

In this work, we have used a multi-regression model to pre-
dict student performance in course activities and analyze the
resulting student populations. We have shown that a multi-



regression model performs better than single linear regres-
sion as it captures personal student differences through the
student-specific membership weights. We have also shown
that the RMSE tends to decrease with increasing the num-
ber of linear regression models and thus allowing room for
more personalized predictions. We have also shown that
using the Moodle interaction features lead to an improved
prediction accuracy.

Analyzing the estimated parameters of the multi-regression
model showed that the student bias, course bias and fea-
tures related to viewing the course material are the factors
that mostly contribute to the predicted grades. The analysis
also showed that the activity-specific features had different
contributions within the different linear models. Moreover,
the analysis of the different student populations showed that
the features relating to viewing of course material contribute
to the predictions of a certain student subpopulation higher
than other students. It also appeared that some depart-
ments tend to have students whose viewing of course ma-
terial contribute to their predicted grades less than other
students. This might indicate that the material provided
in the LMS for these departments may not be addressing
the right student needs and thus are not helping students
achieving better grades.
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