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As structural and functional genomics efforts provide the biological community with ever-broadening sets of interrelated
data, the need to explore such complex information for subtle relationships expands. We present wCLUTO, a Web-enabled
version of the stand-alone application CLUTO, designed to apply clustering methods to genomic information. Its first
application is focused on the clustering transcriptome data from microarrays. Data can be uploaded by the user into the
clustering tool, a choice of several clustering methods can be made and configured, and data are presented to the user in a
variety of visual formats, including a three-dimensional “mountain” view of the clusters. Parameters can be explored to
rapidly examine a variety of clustering results, and the resulting clusters can be downloaded either for manipulation by
other programs or to be saved in a format for publication.

Methods for monitoring genome-wide mRNA ex-
pression changes such as oligonucleotide chips
(Fodor et al., 1993) and cDNA microarrays (Schena et
al., 1995) allow for the rapid and inexpensive moni-
toring of the expression levels of a large number of
genes at different time points for different conditions,
tissues, and organisms. Knowing when and under
what conditions a gene or a set of genes is expressed
often provides strong clues as to their biological role
and function. Clustering algorithms are exploratory
tools for analyzing large data sets and have proved to
be essential for data analysis and for gaining insight
on various aspects of the genetic machinery.

Since the development of the microarray technolo-
gies, a wide range of existing clustering algorithms
have been used, and novel new approaches have
been developed for clustering gene expression data
sets. The most effective traditional clustering algo-
rithms are based on the agglomerative clustering
methodology, K-means, and self-organizing maps.

There are a variety of commercial tools used in
microarray analysis. Among these are GeneSpring
(Silicon Genetics, Redwood City, CA; http://www.
silicongenetics.com), SpotFire Decision Site (http://
www.spotfire.com), the Rosetta Resolver package
(Rosetta Biosoftware, Kirkland, WA; http://www.
rosettabio.com), Expressionist (Genedata, San Fran-

cisco; http://www.genedata.com), and others. All of
these packages have substantial licensing fees and a
variety of fixed analyses. In the public arena are
M. Eisen’s Cluster and TreeView packages (http://
rana. lbl.gov/EisenSoftware.htm), and GeneCluster
(v2.0; http://www-genome.wi.mit.edu/cancer/soft-
ware/genecluster2/gc2.html) developed by the Can-
cer Genomics groups at the Massachusetts Institute of
Technology (Boston) is available for download. These
packages include a subset of analyses.

Two packages have recently been released in the
open source community to address stand-alone
(workstation-based) analyses. The first, BioConduc-
tor (Dudoit et al., 2003; Dudoit and Fridlyand, 2003),
is a rich, open source analysis package developed on
the extensive R statistical computing package
(http://www.r-project.org). The second, TM4 (Saeed
et al., 2003), is a strong competitor to the commercial
packages mentioned above. TM4 includes a MySQL-
based microarray database management system and
a user-friendly set of analytical and clustering tools
and is written in Java. Finally, there are Web-based
clustering services and tools such as the EPCLUST
(http://ep.ebi.ac.uk/EP/EPCLUST/) from the Euro-
pean Bioinformatics Institute (Hinxton, Cambridge,
UK), the BioArray Software Environment (Saal et al.,
2002) from Lund University (Lund, Sweden), and
GEPAS (http://gepas.bioinfo.cnio.es/) available at
the Spanish National Cancer Center (Madrid). These
sites allow users to upload their own data and pro-
vide a limited number of clustering algorithms. The
Stanford Microarray Database (SMD; Sherlock et al.,
2001) provides a set of Web-based clustering tools
available to Stanford investigators and their collabo-
rators based on Eisen’s Cluster and TreeView
packages.

In this paper, we describe wCLUTO, a Web-
enabled application that we developed, available at
http://cluto.ccgb.umn.edu/, that implements a vari-

1 This work was supported in part by the National Science Foun-
dation (award nos. ACI–0133464, CCR–9972519, EIA–9986042, ACI–
9982274, DBI–0196197, DBI–9975806, DBI–9872565, DBI–0221524,
and EIA–0224424), by the Army High Performance Computing
Research Center (contract no. DAAH04–95–C–0008), by the U.S.
Department of Agriculture (grant no. SCA 58–3625–8–117) funded
by the North Central Soybean Research board and the United
Soybean Board, and by the U.S. Department of Agriculture/
CSREES/2002–35300–12621.

* Corresponding author; e-mail karypis@cs.umn.edu; fax
612– 625– 0572.

www.plantphysiol.org/cgi/doi/10.1104/pp.103.024885.

510 Plant Physiology, October 2003, Vol. 133, pp. 510–516, www.plantphysiol.org © 2003 American Society of Plant Biologists



ety of clustering algorithms and allows the user to
view the results using a number of different visual-
izations. The initial release of wCLUTO has been
tailored to address the clustering and data analysis
requirements of data sets obtained from gene expres-
sion studies. wCLUTO is built on our stand-alone,
general-purpose clustering toolkit, CLUTO (http://
www.cs.umn.edu/�cluto), a freely available software
package for clustering low- and high-dimensional
data sets and for analyzing the characteristics of the
various clusters. To date, CLUTO has been success-
fully used to cluster data sets arising in many diverse
areas including life sciences, information retrieval,
customer relations marketing, and physical sciences.
The entire set of programs required to implement
wCLUTO on a different Web site can be downloaded
from http://cluto.ccgb.umn.edu/download.

wCLUTO has been implemented as a set of Com-
mon Gateway Interface-based programs using a com-
bination of Python, Perl, C, and C�� modules.
wCLUTO allows the user to upload the data set(s) to
cluster, to compute different clustering solutions us-
ing a variety of clustering algorithms, to visualize the
results, and to compare the different clustering solu-
tions, and then to download both the solutions and
visualizations to the users’ local computer.

SUPPORTED DATA FORMATS

A user can upload data to wCLUTO using two
different formats. The first is a plain delimited ASCII
file that contains the gene expression values to be
clustered. wCLUTO supports most popular delimit-
ers (tab, semicolon, comma, and space) and also al-
lows the user to specify any additional delimiting
characters. The user can select whether or not the first
row and column of the uploaded file correspond to
the names (i.e. labels) of the rows and columns,
respectively.

In addition, microarray data are frequently stored
in databases for exploration by other researchers. The
SMD (Sherlock et al., 2001) is one significant exam-
ple, as is The Institute for Genomic Research’s TM4
(Saeed et al., 2003), and National Center for Genome
Resources’s Genex (http://www.ncgr.org/genex).
SMD is significant because a variety of both plant
and vertebrate data are stored at the Stanford site.
Other instantiations of the database exist at the Uni-
versity of Minnesota. wCLUTO accepts data in the
SMD.pcl format directly.

CLUSTERING ALGORITHMS

wCLUTO implements three different clustering al-
gorithms that are based on the agglomerative, parti-
tional, and graph-partitioning paradigms.

Agglomerative algorithms find the clusters by ini-
tially assigning each object to its own cluster and
then repeatedly merging pairs of clusters until either

the desired number of clusters has been obtained or
all of the objects have been merged into a single
cluster leading to a complete agglomerative tree. The
key step in these algorithms is the method used to
identify the pairs of clusters to be merged next.
wCLUTO supports five different merging schemes.
The first three are based on the classical single-link,
complete-link, and group average approaches (Jain et
al., 1999; Han et al., 2001], whereas the other two,
called I2 and H2, are based on some recently intro-
duced schemes that were motivated by research on
partitional clustering (Zhao and Karypis, 2002).
These schemes differ on how the similarity between
the individual objects in the various clusters is com-
bined to determine the similarity between the clus-
ters themselves. The single-link criterion function
measures the similarity of two clusters by the maxi-
mum similarity between any pair of objects from
each cluster, whereas the complete-link criterion uses
the minimum similarity. In general, both the single-
and the complete-link approaches do not work very
well because they either base their decisions on a
limited amount of information (single link) or as-
sume that all of the objects in the cluster are very
similar to each other (complete link). On the other
hand, the group average approach measures the sim-
ilarity of two clusters by the average of the pair wise
similarity of the objects from each cluster and does
not suffer from the problems arising with single and
complete link. The I2 and H2 schemes take an en-
tirely different approach and treat the clustering pro-
cess as an optimization problem by selecting the
cluster pairs that optimize various aspects of the
inter- and intracluster similarity of the resulting so-
lution. The advantage of these schemes is that they
lead to more natural clusters and agglomerative trees
that are more balanced than the more traditional
schemes. A precise description of these schemes is
beyond the scope of this paper, and the reader should
refer to Zhao and Karypis (2002) for a detailed de-
scription and comparative evaluation.

Partitional clustering algorithms find the clusters
by partitioning the entire data set into a predeter-
mined number of disjoint sets, each corresponding to
a single cluster. This partitioning is achieved by treat-
ing the clustering process as an optimization proce-
dure that tries to create high-quality clusters accord-
ing to a particular function that reflects the
underlying definition of the “goodness” of the clus-
ters. This function is referred to as the clustering
criterion function, and wCLUTO implements seven
such criterion functions that measure various aspects
of intracluster similarity, inter-cluster dissimilarity,
and their combinations and has been shown to pro-
duce high-quality clusters in low- and high-
dimensional data sets (Zhao and Karypis, 2003b).
wCLUTO uses two different methods for computing
the partitioning clustering solution. The first method
computes a k-way clustering solution via a sequence
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of repeated bisections, whereas the second method
computes the solution directly (in a fashion similar to
traditional K-means-based algorithms). These meth-
ods are often referred to as repeated bisecting and
direct k-way clustering, respectively. wCLUTO com-
putes a direct k-way clustering as follows. Initially, a
set of k objects is selected from the data sets to act as
the seeds of the k clusters. Then, for each object, its
similarity to these k seeds is computed, and it is
assigned to the cluster corresponding to its most
similar seed. This forms the initial k-way clustering.
This clustering is then repeatedly refined so that it
optimizes a desired clustering criterion function. This
optimization is performed using a randomized incre-
mental optimization algorithm that is greedy in na-
ture, has low computational requirements, and pro-
duces high-quality solutions (Zhao and Karypis,
2003b). A k-way partitioning via repeated bisections
is obtained by recursively applying the above algo-
rithm to compute two-way clustering (i.e. bisections).
Initially, the objects are partitioned into two clusters,
then one of these clusters is selected and is further
bisected, and so on. This process continues k � 1
times, leading to k clusters. Each of these bisections is
performed so that the resulting two-way clustering
solution optimizes a particular criterion function.

wCLUTO’s graph-partitioning-based clustering al-
gorithms use a sparse graph to model the affinity
relations between the different objects and then dis-
cover the desired clusters by partitioning this graph
(Karypis et al., 1999). To some extent, this approach is
similar in spirit with that used by the partitional
clustering algorithms described earlier; however, un-
like those algorithms, the graph-partitioning-based
approaches consider only the affinity relations be-
tween an object and a small number of its most
similar other objects. As will be discussed later, this
enables them to find clusters that have inherently
different characteristics than those discovered by
partitional methods. wCLUTO provides different
methods for constructing this affinity graph and var-
ious post-processing schemes that are designed to
help in identifying the natural clusters in the data set.
The actual graph partitioning is computed using an
efficient multilevel graph-partitioning algorithm
(Karypis and Kumar, 1999) that leads to high-quality
partitionings and clustering solutions.

Finally, an ideal clustering algorithm should em-
ploy methods that will allow it to automatically dis-
cover the natural clusters present in the data set.
Unfortunately, there are no such techniques that are
universally suitable for all kinds of data sets, and for
this reason, all of wCLUTO’s clustering algorithms
require as input the number of clusters to be discov-
ered. However, as will be discussed later, wCLUTO
provides a number of visualizations that can help the
user to semi-automatically determine the right num-
ber of clusters.

CHARACTERISTICS OF THE VARIOUS
CLUSTERING ALGORITHMS

The various clustering algorithms provided by
wCLUTO have been designed, and are well suited,
for finding different types of clusters—allowing for
different types of analyses. There are two general
types of clusters that often arise in different applica-
tion domains and different analysis requirements.
What differentiates them is the similarity relations
among the objects assigned to the various clusters.
The first type contains clusters in which the similarity
between all pairs of objects assigned to the same
cluster will be high. On the other hand, the second
type contains clusters in which the direct pair wise
similarity between the various objects of the same
cluster may be quite low, but within each cluster,
there exist a sufficiently large number of other objects
that eventually “connect” these low similarity ob-
jects. That is, if we consider the object-to-object sim-
ilarity graph, then these objects will be connected by
many paths that stay within the cluster and traverse
high similarity edges. The names of these two cluster
types have been inspired by this similarity-based
view, and they are referred to as globular and tran-
sitive clusters, respectively. wCLUTO’s partitional
and agglomerative algorithms are able to find clus-
ters that are primarily globular, whereas its graph
partitioning and some of its agglomerative algo-
rithms (e.g. single link) are capable of finding tran-
sitive clusters.

SIMILARITY MEASURES

wCLUTO’s clustering algorithms treat the objects
to be clustered as vectors in a multidimensional
space and measure the degree of similarity between
these objects using the cosine function, the Pearson’s
correlation coefficient, extended Jaccard coefficient
(Strehl and Ghosh, 2000), or a similarity measure
derived from the Euclidean distance of these vectors.
The first two similarity measures can be used by all
clustering algorithms, whereas the last two can be
used only by the graph-partitioning-based algorithms.

By using the cosine and correlation coefficient mea-
sures, two objects are similar if their corresponding
vectors point in the same direction (i.e. they have
roughly the same set of features and in the same
proportion), regardless of their actual length. In the
case of Pearson’s correlation coefficient, the vectors
are obtained by first subtracting their average value.
On the other hand, the Euclidean distance does take
into account both direction and magnitude. Finally,
similarity based on extended Jaccard coefficient ac-
counts both for angle as well as magnitude. These are
some of the most widely used measures, and have
been used extensively to cluster gene expression data
sets (Zhao and Karypis, 2003a).
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COMPUTATIONAL REQUIREMENTS

wCLUTO’s algorithms have been optimized for op-
erating on very large data sets both in terms of the
number of objects as well as the number of dimen-
sions. Nevertheless, the various clustering algo-
rithms have different memory and computational
scalability characteristics. The agglomerative-based
schemes can cluster data sets containing 2,000 to
5,000 objects in under a minute, but due to their
memory requirements, they should not be used to
cluster data sets with more than 10,000 objects. The
partitional algorithms are very scalable both in terms
of memory and computational complexity and can
cluster data sets containing several tens of thousands
of objects in a few minutes. Finally, the complexity of
the graph-based schemes is usually between that of
agglomerative and partitional methods and main-
tains the low memory requirements of partitional
schemes.

VISUALIZATIONS

wCLUTO can produce three different visualiza-
tions of the clustering solutions (illustrated in Fig. 1).
The first, called matrix view, is the traditional red-
and-green intensity rendering of the data set in terms
of a matrix whose rows correspond to the various
objects (e.g. genes) and whose columns correspond to
the various variables that describe each object (e.g.
conditions). The matrix view conveys information
about the underlying clustering solution by re-
ordering the rows (and possibly columns) of this
matrix according to a hierarchical clustering of the
rows (and columns). This re-ordering is performed so
that the resulting one-dimensional view of the data
puts in successive positions similar sub-trees. The
second, called cluster view, is similar to the matrix
view, but instead of viewing the individual rows, it
displays the various cluster centers and is well suited
for visualizing clustering solutions for large number
of clusters. The third, called mountain view, is a
dynamic three-dimensional Virtual Reality Modeling
Language-based visualization of the various clusters
that are being projected on the plane so that they
preserve as much as possible the inter-cluster simi-
larities or distances. This visualization is obtained by
projecting the clusters on a two-dimensional plane
using multidimensional scaling (Duda et al., 2001),
and then representing each cluster by a mountain
whose height, total volume, and color intensity and
shading encodes various aspects of its size and co-
herence. The matrix and cluster views are displayed
using either JPG-images or PDF files, whereas the
mountain view requires the user to first install a
Virtual Reality Modeling Language plugin before
viewing it and manipulating the image.

One of the key features of wCLUTO’s matrix view
is that, irrespective of the method used to obtain the
clustering solution, it produces a hierarchical cluster-

ing of the objects (i.e. rows). In the case of agglom-
erative clustering, this hierarchical clustering corre-
sponds to the solution computed by the
agglomerative algorithm; however, in the case of the
partitional and graph-partitioning algorithms, it
computes a hierarchical tree that preserves the clus-
tering solution that was computed. In this hierarchi-
cal solution, the objects of each cluster form a sub-
tree, and the different sub-trees are merged to get an
all-inclusive cluster at the end. These individual trees
are combined in a meaningful way to accurately rep-
resent the similarities within each tree. This feature
allows wCLUTO to produce hierarchical solutions
even for very large data sets for which agglomerative
algorithms are impractical due to their high compu-
tational and memory requirements.

These visualizations can be used to gain valuable
information about the characteristics of each cluster
and how the different clusters relate to each other.
Specifically, the matrix and cluster views can be used
to identify the variables on which the various objects
in each cluster agree and to see how these variables
change across the different clusters. Such visualiza-
tions are especially effective in allowing the user to
easily identify the natural clusters in the data set and
to determine the set of genes that show similar ex-
pression patterns. Additional information about the
characteristics of each cluster can be obtained by
looking at the mountain view visualization. For ex-
ample, by looking at the height and color intensity of
each mountain, a user can gain information about the
strength of the pair wise similarity relations among
the objects of each cluster and their cohesiveness.
Similarly, the two-dimensional rendition of the
cluster-to-cluster proximity relations provides addi-
tional information on how the various clusters are
related beyond that provided by the one-dimensional
ordering shown in the matrix and cluster views.

SESSION MANAGEMENT

wCLUTO allows users to upload multiple data sets
and to compute multiple solutions for each of the
different data sets that they have been uploaded.
Once the user has finished analyzing their data sets,
clustering solutions and visualizations can be down-
loaded. The user can selectively remove a clustering
solution or can remove the complete data set. To
ensure that the user can view all of the data sets and
solutions while browsing, it is essential that we pro-
vide basic session management capabilities. Session
management allows the Web server to associate the
uploaded data sets and clustering solutions with a
particular user. To provide maximum ease of use and
convenience to the user, wCLUTO does not require
user registration or the creation of Web accounts. To
maintain maximum user anonymity, wCLUTO does
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not even make use of cookies. Session management is
done by embedding a unique string, known as
session-ID, in the URL. The first time a user visits the
home page of wCLUTO, a unique session-ID is as-

signed to that user; wCLUTO identifies the user
based on the session-ID. All of the Web pages served
to that user will have that session-ID embedded in
the URL.

Figure 1. Examples of wCLUTO’s interface and page views. a, Welcome screen. b, Data upload dialog window. c, Data set
view page. d through f, Clustering dialog windows. g, Clustering view page. h through j, Visualization pages.
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USING WCLUTO

The very first step that a user has to take to start
using wCLUTO is to upload a data file. This is ac-
complished by clicking the “Upload” button on
wCLUTO’s main page (Fig. 1a). Once this is done, a
pop-up window will appear (Fig. 1b) that asks the
user to supply the name of the locally stored file that
contains the data to be clustered. The actual data
transfer occurs when the user clicks the “Submit”
button. Once the file has been uploaded, wCLUTO
displays some basic statistics on the particular data
set and presents the user with a table view of the
actual data (Fig. 1c). Using this table view, the user
can view their data set and if desired, by clicking at
the column name, sort the rows according to the
values of the different columns.

Once a data set has been uploaded, the user can
then proceed to cluster it. This is accomplished by
clicking the “Cluster” button in wCLUTO’s naviga-
tion panel (circled item in Fig. 1c). By doing so,
another pop-up window appears (Fig. 1d) that allows
the user to select the type of clustering algorithm to
use, the number of clusters, and the name of the
clustering solution. Once the user clicks the “Next”
button, another pop-up window appears that, de-
pending on the previously selected clustering
method, displays a set of options that allow control of
various aspects of the particular clustering scheme
(Fig. 1, e and f). Among others, they include the type
of merging scheme, criterion function, similarity
function, and the graph model to be used for the
graph-partitioning-based clustering method.

After selecting the desired clustering method and
options and after the clustering has been computed,
wCLUTO displays the clustering solution page (Fig.
1g), which contains three pieces of information. First
is the brief list of parameters used to obtain the
solution. Second are various internal cluster quality
measures that include the average pair wise similar-
ity between each object of each cluster and its sd and
the average similarity between the objects of each
cluster to the objects in the other clusters and their sd.
Third, it displays the table view of the actual data
that has been augmented to contain two additional
columns (the second and third columns of the table).
The first column is the cluster number that each
particular object belongs to, whereas the second
number is the order of each object in the hierarchical
tree-induced ordering of the data set (this is the same
ordering by which the rows are ordered in the matrix
view visualization). Again, the user can sort the data
in this table by clicking at the column labels and thus
re-order the data set in a meaningful fashion.

The left panel of the clustering solution page (Fig.
1g, circled items) also contains links to the various
visualizations and allows the user to download the
results onto a local computer. The three types of
visualizations that are produced by wCLUTO are
illustrated in Figure 1, h through j, which shows the

matrix view, cluster view, and mountains view, re-
spectively. The user can automatically resize the dis-
played images and by clicking the button at the top
right of each page can download a high-quality PDF
version of them for printing and inclusion in
publications.

FUTURE ENHANCEMENTS

Although presently focused on microarray data
that have been normalized using the tools of choice,
the intent is to broaden the target data types that can
be clustered. A logical extension from microarray
analysis is transcriptome data from Serial Analysis of
Gene Expression experiments, as well as incorporat-
ing derived information for standard microarray
chips (e.g. protein families and metabolic reconstruc-
tions of known data) as clustering dimensions.

Another direction in which we are applying
CLUTO technology is the incorporation of its core
library in the data exploration tool Table View (John-
son et al., 2003). Table View is a Web-aware data
exploration and visualization application, available
to the community via Java WebStart, and provides
coordinated multiple views of general data sets and
clustering of the data. A user can use these different
views to focus on and select data of interest and then
make use of the embedded CLUTO library to create
clusters for further exploration.

We have also been experimenting with the incor-
poration of the Table View-enabled CLUTO into the
TM4 (Saeed et al., 2003) open source microarray da-
tabase and analysis system, using a server-based Java
WebStart version of the TM4 code base.
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