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AbstractÐCurrent multilevel repartitioning schemes tend to perform well on certain types of problems while obtaining worse results for

other types of problems. We present two new multilevel algorithms for repartitioning adaptive meshes that improve the performance of

multilevel schemes for the types of problems that current schemes perform poorly while maintaining similar or better results for those

problems that current schemes perform well. Specifically, we present a new scratch-remap scheme called Locally-matched Multilevel

Scratch-remap (or simply LMSR) for repartitioning of adaptive meshes. LMSR tries to compute a high-quality partitioning that has a

large amount of overlap with the original partitioning. We show that LMSR generally decreases the data redistribution costs required to

balance the load compared to current scratch-remap schemes. We present a new diffusion-based scheme that we refer to as

Wavefront Diffusion. In Wavefront Diffusion, the flow of vertices moves in a wavefront from overweight to underweight subdomains.

We show that Wavefront Diffusion obtains significantly lower data redistribution costs while maintaining similar or better edge-cut

results compared to existing diffusion algorithms. We also compare Wavefront Diffusion with LMSR and show that these provide a

trade-off between edge-cut and data redistribution costs for a wide range of problems. Our experimental results on a Cray T3E, an IBM

SP2, and a cluster of Pentium Pro workstations show that both schemes are fast and scalable. For example, both are capable of

repartitioning a seven million vertex graph in under three seconds on 128 processors of a Cray T3E. Our schemes obtained relative

speedups of between nine and 12 when the number of processors was increased by a factor of 16 on a Cray T3E.

Index TermsÐDynamic graph partitioning, multilevel diffusion, scratch-remap, wavefront diffusion, LMSR, adaptive mesh

computations.

æ

1 INTRODUCTION

FOR large-scale scientific simulations, the computational
requirements of techniques relying on globally refined

meshes become very high, especially as the complexity and
size of the problems increase. By locally refining and
derefining the mesh either to capture flow-field phenomena
of interest [1] or to account for variations in errors [32],
adaptive methods make standard computational methods
more cost effective. One such example is numerical
simulations for improving the design of helicopter blades
[1]. (See Fig. 1.) Here, the finite-element mesh must be
extremely fine around both the helicopter blade and in the
vicinity of the sound vortex that is created by the rotation of
the blade in order to accurately capture flow-field phenom-
ena of interest. It should be coarser in other regions of the
mesh for maximum efficiency. As the simulation pro-
gresses, neither the blade nor the sound vortex remain
stationary. Therefore, the new regions of the mesh that
these enter need to be refined, while those regions that are

no longer of key interest should be derefined. The efficient
execution of these simulations on high-performance parallel
computers requires redistribution of the mesh elements
across the processors because these dynamic adjustments to
the mesh result in some processors having significantly
more (or less) work than others. Similar issues also exist for
problems in which the amount of computation associated
with each mesh element changes over time [9]. For example,
in particles-in-cells methods that advect particles through a
mesh, large temporal and spatial variations in particle
density can introduce substantial load imbalance.

Mapping of mesh-based computations onto parallel
computers is usually computed by using a graph
partitioning algorithm. In the case of adaptive finite-
element methods, the graph either corresponds to the
mesh obtained after adaptation or to the original mesh
with the vertex weights adjusted to reflect error estimates.
In the case of particles-in-cells simulations, the graph
corresponds to the original mesh with the vertex weights
adjusted to reflect the particle density. We will refer to
this as the adaptive graph partitioning problem to differ-
entiate it from the static graph partitioning problem that
arises when the computation remains fixed. Adaptive
graph partitioning shares most of the requirements and
characteristics of static partitioning (i.e., compute a
partitioning such that each subdomain contains a roughly
equal amount of vertex weight and such that the edge-cut

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 12, NO. 5, MAY 2001 451

. The authors are with the Department of Computer Science and
Engineering, University of Minnesota, Army HPC Research Center, 4-
192 EE/CS Building, 200 Union St., S.E., Minneapolis, MN 55455.
E-mail: kirk, karypis, kumar@cs.umn.edu.

Manuscript received 4 Nov. 1998; revised 30 Aug. 2000; accepted 6 Nov.
2000.
For information on obtaining reprints of this article, please send e-mail to:
tpds@computer.org, and reference IEEECS Log Number 108172.

1045-9219/01/$10.00 ß 2001 IEEE



is minimized), but has an additional minimization
objective. That is, the amount of data that needs to be
redistributed among the processors in order to balance
the load should also be minimized [38].

Recently, scratch-remap [29], [42] and diffusion-based
[36], [48] adaptive partitioning techniques have been
developed that are able to quickly compute high-quality
repartitionings while minimizing the data redistribution
costs for large classes of problems. However, there exist
classes of problems for which each of these types of
schemes perform poorly. Scratch-remap schemes tend to
perform poorly when mesh adaptation is slight to moderate
or when mesh adaptation is distributed throughout the
mesh. Diffusion-based schemes tend to produce poor
results when a high degree of adaptation occurs in localized
areas of the mesh.

1.1 Our Contributions

This paper focuses on areas of improvement for scratch-
remap and diffusion-based repartitioning schemes. We
present a new scratch-remap scheme called Locally-matched
Multilevel Scratch-remap (or simply LMSR). The LMSR
scheme tries to compute a repartitioning that has a high
overlap with the original partitioning. We show that LMSR
decreases the data redistribution costs required to balance
the load compared to current scratch-remap schemes for a
wide range of problems. We present a new diffusion-based
scheme that we refer to as Wavefront Diffusion. In Wavefront
Diffusion, the flow of vertices moves in a wavefront from
overweight to underweight subdomains. We show that
Wavefront Diffusion obtains significantly lower data redis-
tribution costs while maintaining similar or better edge-cut
results compared to existing diffusion algorithms. We also
compare Wavefront Diffusion with LMSR and show that
these schemes provide a trade-off between edge-cut and
data redistribution costs for a wide range of problems.
Finally, we show that both schemes are extremely fast and
scalable. For example, both are capable of repartitioning a
seven million vertex graph in under three seconds on 128
processors of a Cray T3E. Furthermore, our experimental
results show that, for between eight and 128 processors of a
Cray T3E and for the range of problems presented, our
algorithms exhibit good scaled speedups. That is, they

require similar run times as the number of processors is
increased by the same factor as the problem size.

The rest of this paper is organized as follows: Section 2
gives definitions and describes previous work in load
balancing scientific simulations. Section 3 describes our
LMSR algorithm. Section 4 describes our Wavefront
Diffusion algorithm. Section 5 gives edge-cut, data redis-
tribution and run time results for our LMSR and Wavefront
Diffusion algorithms on a number of synthetic and real test
sets. Section 6 gives conclusions.

2 DEFINITIONS AND BACKGROUND

This section gives definitions that will be used in the
remainder of the paper and describes the multilevel graph
partitioning paradigm as well as a number of load-
balancing schemes for scientific simulations.

2.1 Definitions

When the vertices of a graph are used to represent the
computational requirements of a scientific simulation, it is
useful to assign them both weight and size [29], [41]. The
weight of a vertex is its computational cost, while its size
reflects its redistribution cost. Therefore, a repartitioner
should attempt to balance the partitioning with respect to
vertex weight while minimizing data redistribution with
respect to vertex size. Depending on the representation of
the data, the size and weight of a vertex may or may not be
the same.

In our discussions, we refer to a kÿ way partitioning as
being composed of k disjoint subdomains. Each of these
subdomains is composed of a number of vertices. The
weight of a subdomain is the sum of the weights of its
vertices. A subdomain is considered overweight if its weight
is greater than the average subdomain weight times 1� �,
where � is a user specified constant (and assumed to be 0.05
in this paper). Likewise, a subdomain is underweight if its
weight is less than the average subdomain weight divided
by 1� �. A partitioning is balanced when none of its
subdomains are overweight (although some may be under-
weight). Two subdomains are neighbors if there is at least
one edge with incident vertices in each of the two
subdomains. The subdomain in which a vertex is located
originally is the home subdomain of that vertex.

Oliker and Biswas [29] studied various metrics for
measuring data redistribution costs. They presented the
metrics TOTALV and MAXV. TOTALV is defined as the sum
of the sizes of the vertices that change subdomains as the
result of repartitioning. TOTALV reflects the overall volume
of communications needed to balance the load. MAXV is
defined as the maximum of the sums of the sizes of those
vertices that migrate into or out of any one subdomain as a
result of repartitioning. MAXV reflects the maximum time
needed by any one processor to send or receive data.

2.2 Multilevel Graph Partitioning

A class of partitioning algorithms has been developed
[3], [5], [13], [15], [18], [22], [24], [27], [45] that is based
on the multilevel paradigm. The multilevel paradigm
consists of three phases: graph coarsening, initial
partitioning, and uncoarsening/multilevel refinement. In
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Fig. 1. A helicopter blade rotating through a mesh. As the blade spins,
the mesh is adapted by refining it in the regions that the blade has
entered and derefining it in the regions that are no longer of interest.
(Figure provided by Rupak Biswas, NASA Ames Research Center.)



the graph coarsening phase, a series of graphs is
constructed by collapsing together selected vertices of
the input graph in order to form a related coarser graph.
A commonly used method for graph coarsening is to
collapse together the pairs of vertices that form a
matching. Vertex matchings can be computed by a
number methods, such as heavy-edge matching [22],
maximum weighted matching [12], and approximated
maximum weighted matching [27]. The coarsened graph
can then act as the input graph for another round of
graph coarsening, and so on, until a sufficiently small
graph is obtained. Computation of the initial partitioning
is performed on the coarsest (and, hence, smallest) of
these graphs and so is very fast. Finally, partition
refinement is performed on each level graph, from the
coarsest to the finest (i.e., original graph) using a KL/
FM-type refinement algorithm [10], [26]. Fig. 2 illustrates
the multilevel paradigm. A number of adaptive parti-
tioning algorithms, including the ones presented in this
paper, are also built upon the multilevel paradigm.

2.3 Previous Research

One approach that has been used for load-balancing of
scientific simulations is to simply use a static partitioning
scheme to compute a new partitioning from scratch each
time that load balancing is required. We refer to this as
simply partitioning from scratch. An alternate approach is
to perturb the original partitioning just enough so as to
balance it. In the context of graph partitioning, vertices
are incrementally moved from subdomain to subdomain
so as to balance the partitioning. Allowing this movement
of vertices to occur only between neighboring subdo-
mains helps to ensure that the edge-cut of the repartition-
ing is minimized and that the subdomains remain
connected. Such schemes were initially motivated by

diffusion algorithms used for load balancing independent
tasks that are unevenly distributed among processors [2],
[6], [8], [19], [20], [21], [49], [50] and so, we will refer to
them as diffusion-based repartitioners.

2.3.1 Partitioning from Scratch

In principal, any partitioning scheme can be used to
compute a repartitioning of an adapted graph from scratch.
Geometric schemes [9], [31], [32], [33], [40], [44] have been
extensively studied for this purpose. The advantage of these
schemes is that they often produce repartitionings that are
only minor perturbations of original partitionings (so long
as the original partitioning was computed using the same
method), especially if the degree of adaptation is not very
high. The reason is because these schemes are deterministic
and, hence, performing multiple trials on the same input
graph result in identical partitionings. Note that a high
overlap between subdomains of the original and the new
partitionings leads to low data redistribution. The dis-
advantage of these schemes is that they tend to compute
partitionings that are of worse quality than those produced
by other methods [37], such as multilevel [3], [5], [13], [15],
[18], [22], [24], [27], [45] and spectral [17], [34], [35] methods.

One notable exception is the algorithm described by
Simon et al. [39] (and parallelized by Sohn [40]). This
scheme uses a spectral method as a preprocessing step to
embed the graph into a k-dimensional space based on the
connectivity of the graph [14]. The graph is then
partitioned (and repartitioned) by a geometric method
[28]. This scheme produces partitionings of similar quality
to spectral partitioners while also having the advantage of
low data redistribution costs described above. The
disadvantage of this scheme is that mesh adaptation can
only be represented by modifying the weights of the
vertices of the graph. It cannot be represented by
changing either the number of vertices or the connectivity
of the graph. Otherwise, a new geometric embeding of
the graph must be computed. This computation can be
several orders of magnitude more costly than the time
required for most dynamic repartitioning schemes.

Another way to compute a new partitioning from scratch
is with a multilevel graph partitioner [3], [5], [13], [15], [18],
[22], [24], [27], [45]. Such schemes produce high quality
repartitionings (much higher than geometric schemes and
slightly higher than spectral methods), but also tend to
require large amounts of data redistribution even when
very little (or no) adaptation takes place. This is because of
two reasons. 1) Unlike geometric schemes, multiple trials
from multilevel partitioners generally do not result in
partitionings that are similar to each other. (Multiple trials
from multilevel schemes do tend to result in partitionings of
similar quality, however.) 2) Even when it is the case that
the two partitionings are similar to each other, the labels of
the corresponding subdomains on each partitioning might
be different.

When the partitionings are similar to each other, but the
subdomains are not labeled consistently, the data redis-
tribution costs can be substantially reduced by intelligently
remapping the subdomain labels of the new partitionings to
those of the original partitionings [29], [42]. We use the term
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Fig. 2. The three phases of multilevel k-way graph partitioning. During
the coarsening phase, the size of the graph is successively decreased.
During the initial partitioning phase, a k-way partitioning is computed.
During the multilevel refinement (or uncoarsening) phase, the partition-
ing is successively refined as it is projected to the larger graphs. G0 is
the input graph, which is the finest graph. Gi�1 is the next level coarser
graph of Gi:G4, is the coarsest graph.



scratch-remap for repartitioners that compute a new parti-
tioning from scratch and then remap the new subdomain
labels back to the original partitioning in order to reduce the
data redistribution costs. The following method to compute
a partition remapping is based on the scheme presented by
Sohn and Simon.

1. Construct a similarity matrix, S, of size k� k. A
similarity matrix is one in which the rows
represent the subdomains of the original partition-
ing, the columns represent the subdomains of the
new partitioning, and each element, Sqr, represents
the sum of the sizes of the vertices that are in
subdomain q of the original partitioning and in
subdomain r of the new partitioning.

2. Select k elements such that every row and column
contains exactly one selected element and such that
some objective is optimized. For example, Oliker and
Biswas [29] describe remapping algorithms that
attempt to minimize the TOTALV or the MAXV.
(They showed that a fast greedy scheme for
minimizing TOTALV generally results in good
remappings for various application graphs.)

3. For each element Sqr selected, rename subdomain r
to subdomain q on the remapped partitioning.

Such remapping is particularly interesting in the context of
multilevel graph partitioners because these schemes already
provide very good edge-cuts while requiring large amounts
of data redistribution. We focus on such schemes in
Section 3.

2.3.2 Diffusion-Based Repartitioners

Diffusion-based repartitioners attempt to minimize data
redistribution even further than scratch-remap schemes by
using the original partitioning as an input and perturbing it
minimally so as to balance it. Any diffusion-based
repartitioning scheme needs to address two questions:
1) How much work should be transferred between subdomains?
and 2) Which specific vertices should be transferred? The
answer to the first question tells us how to balance the
partitioning, while the answer to the second tells us how to
minimize the edge-cut as we do this. Schemes for
determining how much work to transfer between subdo-
mains can be grouped into two categories. We refer to
diffusion schemes in which the exchange of work among
the subdomains is based only upon their respective work
loads (and not upon the loads of distant subdomains) as
local diffusion algorithms [4], [36]. In other schemes [11],
[30], [36], [46], [47], [48], global views of the subdomain
loads are used to balance the partitioning. We call these
global diffusion schemes.

Most global diffusion schemes compute flow solutions
[30], [36], [46], [48] that prescribe the amount of work to be
moved between pairs of subdomains. Flow solutions are
usually computed in order to optimize some objective. Ou
and Ranka [30] present a global diffusion scheme that
optimally minimizes the one-norm of the flow using linear
programming. Hu et al. [21] present a method that
optimally minimizes the two-norm of the flow.

The flow solution indicates how much vertex weight
needs to be transferred between each pair of adjacent

subdomains. The second problem is to determine exactly
which vertices to move so as to minimize the edge-cut of the
resulting partitioning. One possibility is to repeatedly
transfer layers of vertices along the subdomain boundary
until the desired amount of vertex weight has been
transferred [11], [30], [44]. A more precise scheme is to
move one vertex at a time across the subdomain boundary
[46]. Another possibility is to perform diffusion in the
multilevel context [36], [48]. Such schemes, called multilevel
diffusion algorithms, perform both diffusion (for load
balancing) and refinement (for improving the edge-cut) in
the uncoarsening phase. Often, diffusion takes precedence
on the coarse level graphs. Then, once the graph is balanced
to a reasonable degree, the focus shifts to refinement in
order to improve the edge-cut.

2.4 Which Approach Is Better?

Having two basic approaches for adaptive partitioning (i.e.,
either compute a new partitioning or balance the original
partitioning) leads to the question of which is preferred.
Unfortunately, neither type of scheme performs best in all
cases. A diffusion scheme that attempts to minimally
perturb the original partitioning will naturally perform
well when the final solution is close to the original solution.
However, when this is not the case, the diffusion process
can result in globally nonoptimal partitionings. On the
other hand, a scheme that constructs a new solution from
scratch will tend to perform better when the original and
final solutions are far apart. However, it will often result in
excessive data redistribution when this is not the case.
Results in [29], [38] support these observations. They have
shown that diffusion-based schemes outperform scratch-
remap schemes when diffusion is not required to propagate
far in order to balance the graph. (This situation occurs for
slightly imbalanced partitionings and for those in which
imbalance occurs globally throughout the graph.) When
diffusion is required to propagate over longer distances,
scratch-remap schemes outperform diffusion-based reparti-
tioners. (This occurs when partitionings are highly imbal-
anced in localized areas of the graph.)

Fig. 3 and Fig. 4 illustrate relatively simple examples
for which either scheme performs poorly. In both of these
figures, the size and weight of each vertex is one. The
weight of each edge is also one. In Fig. 3a, there are
12 vertices and three subdomains. Therefore, every
subdomain should contain four vertices in order for the
partitioning to be balanced. However, the partitioning is
imbalanced because subdomain 1 has seven vertices,
while subdomain 2 has two and subdomain 3 has three.
In Fig. 3b, the graph has been partitioned from scratch.
None of the 12 vertices have been assigned to their home
subdomains. Therefore, TOTALV is 12 and MAXV is
seven. (Note, the shading of a vertex indicates its home
subdomain.) In Fig. 3c, the subdomain labels from Fig. 3b
have been remapped with respect to those in Fig. 3a. This
has reduced the TOTALV from 12 to five and the MAXV

from seven to three without affecting the edge-cut. In Fig.
3d, a diffusive process has been applied to balance the
partitioning. That is, two boundary vertices have moved
from the overweight subdomain 1 to the neighboring
subdomain 2 and one vertex has moved from subdomain
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1 to subdomain 3. The result is that both TOTALV and
MAXV are three.

In Fig. 4, each of the four subdomains should contain five
vertices in order for the partitioning to be balanced. The
partitioning in Fig. 4a is imbalanced (because subdomain 1
has 12 vertices, while subdomain 2 has five, subdomain 3
has two, and subdomain 4 has one). In Fig. 4b, 19 out of 20
vertices have changed subdomains after the graph is
partitioned from scratch. The MAXV here is 12. Fig. 4c
shows a remapping in which TOTALV is 10 and MAXV is
seven. Again, both the TOTALV and MAXV are reduced by
remapping. In Fig. 4d, a diffusive process has been applied.
Here, subdomain 1 was forced to export seven vertices to
subdomain 2. This is because subdomain 2 is the only
neighbor to subdomain 1 in Fig. 4a. Thus, even though
subdomains 3 and 4 require additional vertex weight in
order to balance the partitioning, they cannot receive
vertices immediately from subdomain 1. Instead, a second
iteration was required. In this iteration, subdomain 2 (which
had temporarily become overweight) moved three vertices
to subdomain 3 and four vertices to subdomain 4. The result
is shown in Fig. 4d. In this case, TOTALV is 12 and MAXV is
seven.

In Fig. 3, diffusion does a good job of balancing the
partitioning while keeping both the edge-cut and data
redistribution costs low. However, the scratch-remap
scheme obtains a low edge-cut, but results in higher data
redistribution costs. The reason is that the optimal
repartitioning for the graph in Fig. 3a is quite similar to
the original partitioning. Therefore, the diffusive reparti-
tioner is able to balance the partitioning by moving only a
few vertices. On the other hand, the repartitioning

computed by the scratch-remap scheme is of high quality,
but is somewhat structurally different from the original
partitioning. Therefore, this scheme obtained a low edge-
cut, but higher data redistribution costs, even after
remapping.

In Fig. 4, the diffusive repartitioner results in both edge-
cut and data redistribution costs that are higher than those
of the scratch-remap repartitioner. Here, the diffusion of
vertices is required to propagate to the underweight
subdomains (3 and 4) by way of a transient subdomain
(2). In general, as diffusion is required to propagate over
longer distances to balance the partitioning, 1) well-shaped
subdomains can become disturbed, increasing the edge-cut,
and 2) many subdomains can be forced to export most or all
of their original vertices, increasing data redistribution.
Both of these effects can be seen in Fig. 4d. The scratch-
remap repartitioner, on the other hand, performs well by
computing a high-quality partitioning and then mapping it
back to the original partitioning.

3 LOCALLY MATCHED MULTILEVEL

SCRATCH-REMAP

In this section, we present a number of enhancements to the
scratch-remap scheme. We describe how restricting the
coarsening phase of a multilevel graph partitioner to purely
local matching can decrease the data redistribution costs by
increasing the amount of overlap between subdomains of
the original and new partitionings. Next, we describe a
scheme that performs partition remapping in a multilevel
context and explain how this scheme can be used to
explicitly reduce the data redistribution costs while also
improving the edge-cut during multilevel refinement.

3.1 Limitations of Scratch-Remap Schemes

Although partition remapping can reduce data redistribu-
tion costs (without affecting edge-cuts), scratch-remap
schemes still tend to result in higher redistribution costs
than schemes that attempt to balance the input partition-
ing by minimal perturbation. For example, if the newly
adapted mesh is only slightly different from the original
mesh, partitioning from scratch could produce a new
partitioning that is still substantially different from the
original, thus requiring a lot of data redistribution even
after remapping. Fig. 5 illustrates an example of this. The
partitioning in Fig. 5a is slightly unbalanced as the upper-
right subdomain has five vertices, while the average
subdomain weight is four. In Fig. 5b, the partitioning is
balanced by moving only a single vertex from the upper-
right subdomain to the lower-right subdomain. Therefore,
both TOTALV and MAXV are one. Fig. 5c shows a new
partitioning that has been computed from scratch and
then optimally remapped to the partitioning in Fig. 5a.
Despite optimal remapping, this repartitioning has a
TOTALV of seven and a MAXV of two. Note that all
three of the partitionings have similar edge-cuts.

The reason that the scratch-remap scheme does so poorly
here with respect to data redistribution is because the
information that is provided by the original partitioning is
not utilized until the final remapping process. At this point,
it is too late to avoid high data redistribution costs even if
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Fig. 3. An example of an imbalanced partitioning and various

repartitioning schemes. The partitioning is imbalanced in (a). The graph

is partitioned from scratch in (b) and this partitioning is remapped in (c).

The partitioning from (a) is balanced by diffusion in (d).



we compute an optimal remapping. Essentially, the
problem in this example is that the partitioning in Fig. 5a
is shaped like a ª+º while the partitioning in Fig. 5c forms
an ªx.º Both of these are of equal quality and, so, a static
partitioning algorithm is equally likely to compute either
one of these. However, we would like the partitioning
algorithm used in a scratch-remap repartitioner to drive the
computation of the partitioning toward that of the original
partitioning whenever possible without affecting the qual-
ity. A scratch-remap algorithm can potentially do this if it is

able to extract and use the information implicit in the
original partitioning during the computation of the
new partitioning.

3.2 Local Matching

The effectiveness of the greedy remapping scheme de-
scribed in [29] is dependent on the nature of the similarity
matrix. An ideal similarity matrix is one in which there is
exactly one nonzero element in each row and column. This
corresponds to the situation in which the new partitioning
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Fig. 5. An unbalanced partitioning and two repartitioning techniques. The partitioning in (a) is imbalanced. It is balanced by an incremental method in

(b) and by a scratch-remap method in (c).

Fig. 4. An example of an imbalanced partitioning and various repartitioning schemes. The partitioning is imbalanced in (a). The graph is partitioned

from scratch in (b) and this partitioning is remapped in (c). The partitioning from (a) is balanced by diffusion in (d).



is identical to the original partitioning except with regard to
the subdomain labels. This is infeasible since the original
partitioning is imbalanced and the new partitioning is
balanced. A good similarity matrix is one in which most of
the rows contain a small number of large values. The worst
case similarity matrix is one in which all of the elements of a
given row have identical values. This corresponds to the
situation in which every subdomain of the new partitioning
consists of an equal share of every subdomain of the
original partitioning.

Fig. 6 illustrates different types of matrices. Fig. 6a is an
example of an ideal similarity matrix. This is uninteresting
because the new partitioning is not balanced. Fig. 6b is shows
a similarity matrix constructed from two partitionings in
which there are large amounts of overlap between the
subdomains of the original and new partitionings. Fig. 6c
shows an opposite case. Here, each of the subdomains of the
newly computed partitioning share a roughly equal amount
of vertex weight of each of the subdomains of the original
partitioning. The underlined entries indicate the selected
elements. While both of these remappings were computed
using the greedy method described in [29], the TOTALV and
MAXV are significantly lower for the case in Fig. 6b than for in
Fig. 6c.

One way to increase the effectiveness of remapping is to
bias the process of graph partitioning such that the situation
illustrated in Fig. 6b will occur more frequently. Essentially,
we would like to drive the computation of the new
partitioning towards the original partitioning. This will
result in large regions of overlap between a majority of
subdomains of the original and new partitionings. Existing
multilevel graph partitioners such as METIS [23] and Chaco
[16] do not provide this bias.

It is possible to bias a multilevel graph partitioner
toward the original partitioning during the graph coarsen-
ing phase. This can be done by restricting the matching of
vertices to those that have the same home subdomain. The
result is that vertices of each successively coarser graph
correspond to regions within the same subdomain of the
original partitioning. By the time the coarsest graph is
constructed, every subdomain here consists of a relatively
small number of well-shaped regions, each of which is a
subregion of a single home subdomain. Therefore, when the
new initial partitioning is computed on the coarsest graph,
it will have a high degree of overlap with the original

partitioning. Fig. 7 illustrates this point. It shows a single
subdomain coarsened locally.

Another advantage of purely local matching is that the
boundaries of the original partitioning remain visible on
every level graph down to the coarsest graph. When two
matched vertices are collapsed together, it is necessary to
assign the new coarse vertex a home subdomain. If
matching is purely local, then both of the matched vertices
will always have the same home subdomain and, so, this
assignment is straightforward. However, when global
matching is performed, the home subdomains of the
matched vertices may be different. If this is the case, the
coarsened vertex can be assigned to only one of the matched
vertices' home subdomains. Regardless of which subdo-
main is selected, the original partitioning becomes obscured
on the coarse graph. Essentially, a portion of the subdomain
boundary becomes hidden within a single vertex in these
cases. Since local matching ensures that the original
partitioning remains visible, even on the coarsest graph,
in those portions of the graph that are relatively undis-
turbed by adaptation, the initial partitioning algorithm
often has a tendency to select the same subdomain
boundaries. This can have a positive effect on both edge-
cut and data redistribution results.

3.3 Multilevel Scratch-Remap

A second potential improvement to the scratch-remap
algorithm is to apply remapping on the coarsest graph
after the new initial partitioning is computed, but before
multilevel refinement is begun. This allows the partition
refinement algorithm to explicitly minimize both edge-cuts
and data redistribution costs during the uncoarsening
phase. If partition remapping is performed only after
multilevel refinement, the data redistribution cost cannot
be minimized in this way as there is no way to accurately
determine it. The reason is that the destination processors
for the subdomains are finalized only after remapping.
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Fig. 6. Examples of ideal (a), good (b), and bad (c) overlap matrices.

Fig. 7. A single subdomain from a series of successively coarser graphs

constructed utilizing local matching.



3.4 TOTALV-Aware Refinement

In order to realize the benefit obtained by Multilevel
Scratch-remap, the partition refinement algorithm must be
modified in order to minimize not only the edge-cut, but
also the data redistribution cost associated with load-
balancing. Typically, refinement algorithms move vertices
among the subdomains in order to either: 1) decrease the
edge-cut while maintaining the balance constraint or
2) improve the balance while maintaining the edge-cut.

We have developed a refinement scheme that has a third
objective: 3) decrease the TOTALV while maintaining the
edge-cut and the balance constraint. In addition, the second
objective above is changed to: 2) improve the balance while
maintaining both the edge-cut and the TOTALV [36].

The second objective (of both schemes) will result in
vertices being moved out of subdomains whose weights are
above the average subdomain weight (even though these
are not overweight with respect to the imbalance tolerance)
if doing so does not increase the edge-cut. (Note that our
scheme must not increase the TOTALV either in order to
make these moves.) Such refinement moves have two
effects. Not only will the partition balance be improved, but
the edge-cut of the final partitioning will also tend to be
improved. This is because, by moving a vertex out of a
subdomain while maintaining the edge-cut, that subdomain
becomes free to later accept another vertex from a
neighboring subdomain that can improve the edge-cut.

If TOTALV is not considered (as is the case in current
scratch-remap schemes), the refinement scheme is not
restricted as to when it can make such moves. Our
refinement algorithm, however, will only make these moves
if they do not increase the TOTALV (i.e., the selected vertex
is not moving out of its home subdomain). The result is that,
as the TOTALV is further minimized, our refinement
algorithm becomes more constrained as to the balance-
improving moves that can be made. This can result in
slightly worse edge-cuts for the final partitioning by a few
percent. Essentially, the problem is that the two objectives
of minimizing both the edge-cut and the data redistribution
cost are in conflict here. On the positive side, our refinement
algorithm can be easily modified to accept a user-supplied
parameter that controls whether or not such moves should
be made. This modification provides the user with control
over the trade-off between the edge-cut and the data
redistribution cost.

Our LMSR algorithm is a modification of the scratch-
remap (SR) algorithm [29] that incorporates all three of
these techniques (i.e., local matching, Multilevel Scratch-
remap, and TOTALV-aware refinement).

4 WAVEFRONT DIFFUSION

Diffusion-based repartitioning schemes determine how
much work should be moved between subdomains and
which specific tasks to move in order to minimize
interprocessor communications. A third question is: When
is the best time to move each task? Existing diffusion
schemes determine the order in which vertices are
selected to be moved either by a greedy or a random
scheme. Greedy schemes select the next vertex to move

according to which will result in the lowest edge-cut.
(We refer to this as greedy global diffusion (GGD).)
Random schemes compute a random ordering of the
vertices and examine them in this order. (We refer to
this as random-order global diffusion (RO).) Both schemes
often produce partitionings of similar quality. However,
random schemes are more amenable to parallelization.
The disadvantage of either of these schemes is that
subdomains may simultaneously be both recipients and
donors of vertices during diffusion. This means that
subdomains are often forced to move out vertices before
they have received all of the vertices that they are
supposed to receive from their neighbors. Hence, these
will have a limited choice for selecting good vertices to
move out in order to minimize the edge-cut and data
redistribution costs.

A better method to determine when to move vertices in
order to satisfy the flow solution is to begin the diffusion of
vertices at those subdomains that have no required flow of
vertices into them. Then, the next iteration is begun on the
set of subdomains whose required flow of vertices into
them was satisfied during the previous iteration, and so on,
until all of the subdomains are balanced. This method
guarantees that all subdomains will contain the largest
selection of vertices possible when it is their turn to export
vertices. Thus, subdomains are able to select those vertices
for migration that will best minimize the edge-cut and data
redistribution cost.

A disadvantage of this scheme is that it requires more
iterations to balance the graph than the RO and GGD
schemes, and hence, is less scalable. We have implemen-
ted a modification that retains the spirit of this scheme
while requiring fewer iterations to balance the partition-
ing. We maintain two arrays, inflow and outflow, with
one element per subdomain. inflow �i� contains the sum
of the vertex weight that subdomain i is required to
receive in from other subdomains and outflow i� � contains
the sum of the vertex weight that subdomain i is required
to send out to other subdomains. In each iteration, only
those subdomains are allowed to move vertices out of
their home subdomains for which the ratio of
outflow i� �=inflow i� � is above a threshold. All subdomains
are allowed to move vertices that are not currently in
their home subdomains. By setting the threshold to
infinity, we obtain the algorithm described above. By
setting the threshold to zero, we obtain random-order
global diffusion. In our experiments, we set this threshold
to be equal to the third highest outflow i� �=inflow i� � ratio
for i � 0; 1; 2; . . . ; kÿ 1. This heuristic seems to strike a
good balance between scalability and improved effective-
ness for a moderate number of processors (e.g., up to 128
processors of a Cray T3E).

When the threshold is set to a suitably high number (as
such), this scheme achieves an important effect. That is,
vertices tend to hop across multiple subdomains to balance
the partitioning. This reduces TOTALV and often MAXV as
well. The reason is because any vertices that have moved
from their overweight home subdomains in the first
iterations can move in all subsequent iterations without
increasing the TOTALV. Our experimental results indicate
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that the potential for this effect increases as diffusion is
required to propagate over further distances. In fact, we
have obtained results (not presented in this paper) in which
as much as 85 percent of all balancing moves are made by
vertices outside of their home subdomains. This is
tremendously beneficial in obtaining low data redistribu-
tion results.

We refer to this algorithm as Wavefront Diffusion (or
simply WF), as the flow of vertices move in a wavefront
from overweight to underweight subdomains. Essentially, it
differs from existing global diffusion schemes (i.e., random-
order and greedy) only in the order in which it selects
vertices for movement. Note that, in order to increase the
effectiveness of the WF algorithm, it can be performed in
the multilevel context (i.e., after graph coarsening), simi-
larly to other global diffusion schemes. In this paper, we
focus on the case in which WF is performed only on the
coarsest graph.

5 EXPERIMENTAL RESULTS

In this section, we present experimental results comparing
the edge-cuts, data redistribution costs, and run time results
from the SR, LMSR, RO, and WF algorithms on syntheti-
cally generated test sets, as well as test sets derived from the
simulations of a diesel engine and helicopter blade.
Experimental results were performed on a Cray T3E, an
IBM SP, and a cluster of Pentium Pro workstations
connected via a Myrinet switch. Table 1 summarizes the
algorithms compared in this section.

5.1 Test Sets Used for Experimental Evaluations

In this section, we describe the setup for the experi-
ments that were performed in order to evaluate the
repartitioning schemes.

5.1.1 Synthetic Test Sets

A set of synthetic experiments were constructed using five
graphs derived from finite-element meshes. These graphs
are described in Table 2. The synthetic test sets were
constructed as follows: The sizes and weights of all of the
vertices and the weights of all of the edges of the graphs
from Table 2 were set to one. Next, two partitionings were
computed for each graph, a 256-way partitioning and a
k-way partitioning (where k is the number of processors
used in the experiment). Three subdomains were selected
from the 256-way partitioning. The weights of all of the
vertices in these subdomains were set to � (where � was
set to 2, 5, 10, 20, 30, and 60). This results in localized
increases in vertex weight. Finally, each local edge was
multiplied by the average weight of its two incident
vertices raised to the 2=3 power. For example, if � � 10,
then each vertex in the selected subdomains will be of
weight 10. All of the other vertices will have weight one.
The weight of the local edges inside of the selected
subdomains will be 10:667 � 4:65 (truncated down to four).
The weight of a local edge with one incident vertex in a
selected subdomain and one vertex outside of the
subdomain will be 5:5:667 � 3:12 (truncated down to
three). Finally, the k-way partitioning was used as the
original partitioning for the repartitioning algorithms.
These experiments were designed to simulate adaptive
mesh applications in which changes in the mesh are
localized in nature. By modifying �, we can simulate
slight to extreme levels of localized adaptation. If we set �
low (e.g., two or five), then this results in experimental
test sets in which the degree of adaptation is low. These
are the type of problems for which scratch-remap schemes
perform poorly. If we set � high (e.g., 20 through 60), this
results in experimental test sets in which the degree of
adaptation is high in localized regions of the graph. These
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A Summary of the Parallel Implementations of the Four Repartitioning Schemes

Compared in the Experimental Results Section

TABLE 2
Characteristics of the Graphs Used to Create the Synthetic Test Sets



are the type of problems for which diffusion-based
schemes perform poorly. Finally, we set k (and the
number of processors) equal to 32, 64, and 128. However,
we present only the 128-processor results here as the
trends are similar.

5.1.2 Repartitioning for a Particles-in-Cells Simulation

Further experiments were performed on a problem set
originating in a simulation of a diesel internal combustion
engine.1 This is a particles-in-cells computation. The mesh
consists of 175,000 mesh elements. At first, no fuel particles
are present in the combustion chamber. As the computation
progresses, fuel particles are injected into the chamber at a
single point and begin to spread out. Thus, they may enter
regions of the mesh belonging to different processors. Load
imbalance occurs as processors are required to track
different numbers of particles.

5.1.3 Repartitioning for a Helicopter Blade Simulation

Finally, experiments were performed on a test set derived
from three-dimensional mesh models of a rotating
helicopter blade. These meshes are examples of applica-
tions in which high levels of adaptation occurs in
localized areas of the mesh and so are quite difficult
problems for diffusion-based repartitioners. They were
provided by the authors of [29].

Here, the first of a series of six graphs, G1; G2; . . . ; G6 was
originally partitioned into eight subdomains with the
multilevel graph partitioner implemented in PARMETIS
[25]. The partitioning of graph G1 acted as the original
partitioning for graph G2. Repartitioning the imbalanced
graph, G2, resulted in the experiment named first and the
original partitioning for graph G3. Similarly, the reparti-
tioning of graph G3 resulted in experiment second, the
original partitioning for G4, and so on, through
experiment fifth.

The last set of results is marked SUM. This is the sum of
the raw scores of all five experiments and was included
because these experiments consist of a series of repartition-
ing problems. That is, all of the repartitioning schemes used

their own results from the previous experiments as inputs

for the next experiment. Hence, only the first experiment in

which all repartitioning schemes used the same input is

directly comparable. However, by focusing on the sum of

the results, we can obtain the average difference in

repartitioning schemes across the five experiments.

5.2 Experimental Results for SR and LMSR

Fig. 8 compares the edge-cut and TOTALV results of the SR
and LMSR algorithms on a number of test synthetic
problems with varying degrees of adaptation. Six test
problems were constructed for every graph by setting the
value of � to 2, 5, 10, 20, 30, and 60. Fig. 8 gives the results
on a 128-processor Cray T3E. For every experiment, the
figure contains two bars. The first bar indicates the edge-cut
obtained by LMSR normalized by the edge-cut obtained by
SR. The second bar indicates the TOTALV obtained by
LMSR normalized by the TOTALV obtained by SR. There-
fore, a result below the 1.0 index line indicates that LMSR
obtained better results than SR. All of the experiments
resulted in partitionings that are balanced to within an
imbalance tolerance of 5 percent.

For all of the experiments presented in Fig. 8, LMSR
resulted in TOTALV results that are lower than those
obtained by SR. The difference is as great as factor of 8 with
� set to 2 on mrng4. Typically, LMSR resulted in less than
half of the TOTALV costs compared to SR. Also, notice that
the LMSR algorithm performed especially well when the
degree of adaptation was low. If we consider the trend in
the other direction, it appears that the TOTALV results of
the LMSR and SR schemes will eventually converge for
extremely high degrees of adaptation.

Fig. 8 shows that the edge-cuts of the two schemes are
similar. However, LMSR results in generally worse edge-
cuts by up to 8 percent compared to SR. This is because

460 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 12, NO. 5, MAY 2001

Fig. 8. A comparison of edge-cut and TOTALV results obtained from the SR and LMSR algorithms using synthetic test sets on a 128 processor of

Cray T3E.

1. These test sets were provided to us by Boris Kaludercic, HPC Product
Coordinator, Computational Dynamics Ltd, London, England.



of two reasons. First, the global matching scheme used by
the SR algorithm is more free than the local matching
scheme to collapse vertices with very heavy edges
between them. Collapsing such vertices, as shown in
[22], can improve the effectiveness of multilevel refine-
ment and, so, can result in lower edge-cuts. The second
reason is because the two objectives of minimizing both
the edge-cut and the data redistribution cost are often in
conflict with one another (as discussed in Section 3).

Here, the LMSR algorithm does so well at minimizing the

TOTALV that the edge-cut suffers somewhat.
Note that MAXV results for the synthetic test sets are not

presented. This is because these were usually within

10 percent of each other. The reason is that, due to the

nature of the test sets (i.e., localized adaptations), the MAXV

was dominated by the amount of vertex weight that was

required to be moved out of the most overweight sub-

domain. Therefore, no scheme was able to improve upon

this while still balancing the partitioning. Selected run time

results for these experiments are reported in Section 5.5.
Table 3 shows the results for each of the repartitioning

schemes on the diesel combustion engine test sets for eight,

16, 32, and 64 processors. Here, we see the same general

trends as in the experiments presented in Fig. 8. Once again,

LMSR outperformed SR with respect to TOTALV, while

obtaining similar edge-cut results. Table 3 shows that LMSR

obtained somewhat better MAXV results than SR. The run

times of the two schemes are similar.
Fig. 9 gives a comparison of the edge-cut, TOTALV, and

MAXV results of the five helicopter blade experiments,

(followed by the sum of these) for SR, LMSR, RO, and WF.

The results obtained by LMSR, RO, and WF are normalized

by those obtained by SR. Hence, a bar below the index line

indicates that the corresponding algorithm obtained better

results than those obtained by the SR algorithm.
Fig. 9 shows trends that are similar to those for the

synthetic and diesel engine results. The two scratch-remap

schemes obtained similar edge-cuts and MAXV results,

while LMSR obtained somewhat better TOTALV results

than SR. The LMSR algorithm obtained TOTALV results that

are on average 20 percent less than of those obtained by SR.

SCHLOEGEL ET AL.: WAVEFRONT DIFFUSION AND LMSR: ALGORITHMS FOR DYNAMIC REPARTITIONING OF ADAPTIVE MESHES 461

Fig. 9. A comparision of edge-cut, TOTALV, and MAXV results obtained by the SR, LMSR, RO, and WF algorithms on a series of application meshes

of a helicopter blade rotating through space.

TABLE 3
Edge-Cut, TOTALV, MAXV, and Runtime Results of the

Adaptive Graph Partitioners for a Particles-in-Cells
Simulation on a Cray T3E.



5.3 Experimental Results for WF and RO Diffusion

In order to test the effectiveness of our Wavefront Diffusion

scheme, we repartitioned the experimental graphs de-

scribed in Section 5.1 with both the RO and WF algorithms.
Fig. 10 presents the edge-cut and TOTALV results for the

synthetic test sets on 128 processors of a Cray T3E. Again,

MAXV results were quite similar for both of these algo-

rithms and so are not presented here. Run time results for

selected experiments are presented in Section 5.5. These

experiments give the results of the multilevel diffusion

phase only. That is, the graphs were coarsened identically

(via local matching) and multilevel refinement was not

conducted. This allows us to focus our attention on the

diffusion algorithm and not on the effects of the multilevel

paradigm. In Fig. 10, the bars indicate the edge-cut and

TOTALV results obtained by the WF algorithm normalized

by those obtained by the RO algorithm. Thus, a bar below

the 1.0 index line indicates that the WF algorithm obtained

better results than the RO algorithm. All of the experiments

resulted in partitionings that are balanced to within a

tolerance of 5 percent.
Fig. 10 shows that the WF algorithm obtained similar or

better results across the board than the RO algorithm for both

edge-cut and TOTALV. Typically, the WF algorithm obtained

TOTALV results that are 40 to 60 percent of those obtained by

RO and edge-cuts that are 60 to 90 percent of those obtained

by the RO algorithm. These results show that the WF

algorithm is more effective at computing high-quality

repartitionings while minimizing the amount of TOTALV

than the RO algorithm. Note that these figures compare the

edge-cut results of the two schemes prior to multilevel

refinement. The edge-cuts of the two schemes after multilevel

refinement are usually comparable. This is because the

effectiveness of multilevel refinement is able to make up the

difference in edge-cut in many cases. The exception is when

the partitioning is extremely imbalanced. In this case, WF

tends to compute higher-quality partitionings than RO even

after multilevel refinement.
Table 3 shows that WF resulted in significantly lower

data redistribution costs (both TOTALV and MAXV) than
RO. However, here, the edge-cuts are similar. This is
because Table 3 (as well as Fig. 9) presents the results
obtained after multilevel refinement. The run times of the
two schemes are similar.

Fig. 9 shows similar trends. WF generally obtained better
edge-cut, TOTALV, and MAXV results than RO. Specifically,
WF obtained edge-cut results that are on average 20 percent
of those obtained by RO and TOTALV and MAXV results
that are on average 40 percent of those obtained by RO.
These results confirm that WF is able to obtain lower edge-
cuts and data redistribution costs than RO when mesh
adaptation occurs to a high degree in localized regions.

5.4 Trade-Offs between LMSR and WF

Fig. 11 presents experimental results comparing the edge-

cut and TOTALV results obtained by the WF and LMSR

algorithms on the same experimental test sets described in

Section 5.1. In these figures, the bars indicate the edge-cut

(and TOTALV) results obtained by WF normalized by those

obtained by LMSR. Thus, a bar below the 1.0 index line

indicates that WF obtained better results than LMSR.
Fig. 11 shows that the Wavefront Diffusion algorithm

obtained edge-cut results similar to or higher than the
LMSR algorithm across the board. Specifically, the edge-
cuts obtained by the WF algorithm are up to 42 percent
higher than those obtained by the LMSR algorithm. Fig. 11
also shows that the WF algorithm was able to obtain
TOTALV results that are significantly better than those
obtained by the LMSR algorithm across the board. In
particular, the WF algorithm obtained TOTALV results that
are as little as 5 percent and generally less than half of those
obtained by the LMSR algorithm.

Fig. 11 shows that, except for the case of very slightly
imbalanced partitionings, there is a clear trade-off between
the edge-cut and the TOTALV with respect to the two new

462 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 12, NO. 5, MAY 2001

Fig. 10. A comparison of edge-cut and TOTALV results obtained from the RO and WF diffusion algorithms on synthetic test sets for a 128-processor

of Cray T3E.



algorithms. That is, the LMSR algorithm minimizes the

edge-cut at the cost of TOTALV, and Wavefront Diffusion

minimizes TOTALV at the cost of edge-cut. For slightly

imbalanced partitionings, WF is strictly better than LMSR,

as it obtains similar edge-cuts and better TOTALV.

Comparing the results in both Table 3 and Fig. 9, we see

a similar trade-off between edge-cut and data redistribution

costs. Table 3 shows that the run times of the schemes are

similar.
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TABLE 4
Parallel Runtimes of the Adaptive Graph Partitioners on a Cray T3E on the Synthetic Test Set with a � � 10

TABLE 5
Parallel Runtimes of the Adaptive Graph Partitioners on an IMB SP

on the Synthetic Test Sets for Graph mrng3 with � � 10

Fig. 11. A comparison of edge-cut and TOTALV results obtained from the LMSR and WF algorithms on synthetic test sets for a 128-processor of a

Cray T3E.



5.5 Parallel Runtime Results

Table 4, Table 5, and Table 6 give run time results of
selected experiments presented in the previous sections.
Specifically, these tables show the times required for the
SR, LMSR, RO, and WF algorithms to compute reparti-
tionings for the series of synthetic experiments in which �

is set to 10. Table 4 gives the results obtained for all five
synthetic test graphs on up to 128 processors of a Cray
T3E. Table 5 gives the results obtained for mrng3 with �

set to 10 on up to 64 processors of an IBM SP. Table 6
gives the results obtained for auto with � set to 10 on up
to eight processors of a cluster of Pentium Pro work-
stations connected by a Myrinet switch. Table 4, Table 5,
and Table 6 show that the repartitioning algorithms
studied in this paper are very fast. For example, they are
all able to compute a 128-way repartitioning of a
7.5 million vertex graph in under three seconds on
128 processors of a Cray T3E. These results also show
that our parallel algorithms obtain similar run times as
you increase the number of processors by the same factor
as the problem size increases. That is, they exhibit good
scaled speedups. For example, the time required to
repartition mdual2 (with approximately one million
vertices) on eight processors of the Cray T3E is similar
to that of partitioning mrng3 (four million vertices) on
32 processors and mrng4 (seven and one-half million
vertices) on 64 processors of the same machine. Finally,
Table 4 shows that our algorithms obtained speedups of
11.8 (LMSR) and 9.6 (WF) when the number of processors
was increased by a factor of 16 (from eight to 128) for the
largest graph, mrng4. Note that all of the reported
runtimes were obtained on nondedicated machines.
Therefore, these results contain a certain amount of noise.

6 CONCLUSIONS

In this paper, we have presented two new repartitioning
algorithms, LMSR and Wavefront Diffusion. We have
shown that LMSR obtains lower data redistribution results
than current scratch-remap repartitioners and that the
difference between the schemes tends to increase when
the degree of adaptation to the mesh is small. We have also
shown that Wavefront Diffusion obtains lower edge-cut and
data redistribution results than random-order diffusion
repartitioners, especially when adaptation occurs to a high
degree in localized regions of the mesh.

Compared against each other, these two schemes present
a clear trade-off between edge-cut and data redistribution
costs. That is, the Wavefront Diffusion algorithm minimizes

the data redistribution required to balance the load, while

LMSR minimizes the edge-cut of the repartitioning.
We have shown that our LMSR and WF schemes are

extremely fast. (For example, they can compute repartition-
ings for a million-element mesh in about half of a second on
128 processors of a Cray T3E.) Other repartitioning
methods, especially geometric schemes, can be somewhat
faster. However, experimental results [7], [43] have shown
that the time required to compute repartitionings can be
significantly less than the time required to actually perform
the data redistribution. This means that the ability of a
repartitioning scheme to minimize the data redistribution is
more important than the runtime of the scheme in many
cases. None of the simple and fast methods [9], [31], [32],
[33], [40], [44] explicitly minimize data redistribution costs,
while we have shown that our schemes both obtain
extremely low data redistribution costs and compute
high-quality repartitionings.

The parallel repartitioning algorithms described in this

paper are publically available in the PARMETIS [25] graph

partitioning library at http://www.cs.umn.edu/~metis.
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