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Abstract

The emergence of the world-wide-web has led to an in-
creased interest in methods for searching for information. A
key characteristic of many of the online document collections
is that the documents have predefined category information,
for example, the variety of scientific articles accessible via
digital libraries (e.g., ACM, IEEE, etc.), medical articles,
news-wires, and various directories (e.g., Yahoo, OpenDi-
rectory Project, etc.). However, most previous information
retrieval systems have not taken the pre-existing category in-
formation into account. In this paper, we present weight ad-
justment schemes based upon the category informationin the
vector-space model, which are able to select the most con-
tent specific and discriminating features. Our experimental
results on TREC data sets show that the pre-existing cate-
gory information does provide additional beneficial informa-
tion to improve retrieval. The proposed weight adjustment
schemes perform better than the vector-space model with the
inverse document frequency (IDF) weighting scheme when
gueries are less specific. The proposed weighting schemes
can also benefit retrieval when clusters are used as an ap-
proximation to categories.

1 Introduction

The emergence of the world-wide-web has led to an in-
creased interest in methods for searching for information.
An important characteristic of the online document collec-
tions is that more and more predefined category information
is available, for example, digital libraries categories ( e.g.,
ACM, |EEE, etc. ), medica articles ( e.g., Medline etc. )
and web directories ( e.g., Yahoo, OpenDirectory Project,
Google etc.), In the meantime, text classification and orga-
nization has been extensively studied in both information re-
trieval and text mining literatures. However, there is little
work done on combining the category information with tra-
ditional IR techniquesto improveretrieval.
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Srinivasan [14, 15] combined category labels and orig-
ina query terms to expand queries. The category labels (
MeSH terms) indeed improve the quality of the retrieved
information. However, the proposed method requires the
class labels to consist of meaningful terms, which makes
this approach hard to be generalized. Another set of tech-
niques utilizing category information is supervised dimen-
sionality reduction, which refers to the set of techniques
that take advantage of class-membership information while
computing the lower dimensional space. Examples of such
techniques include a variety of feature selection schemes
[1, 8, 10, 9, 17, 5, 16, 12, 11] that reduce the dimension-
aity by selecting asubset of the original features, techniques
that create new features by clustering the terms [2], tech-
niques based on local latent semantic indexing [6, 13], and
techniques based on supervised concept indexing [7].

Inthis paper, we explored an alternative way to utilize cat-
egory information by adjusting term weights based upon the
term’sdistribution among categories. We present the normal -
ized entropy (NE) method to determine the category speci-
ficity of each term, from which we derived two supervised
term weighting schemes. The evaluation results on TREC
datasets show that the proposed schemes outperform the tra-
ditional IDF scheme significantly when the queries contain
more than a few specific terms and achieve competitive re-
sults on short and well-defined queries. The experimental
results also show that the proposed term weighting schemes
can still benefit retrieval even when categories are approxi-
mated by clusters which are generated automatically.

The rest of this paper is organized as follows. Section 2
describes the proposed supervised term weighting schemes.
Section 3 providesthe detailed experimental results. Finally,
Section 4 provides some concluding remarks and directions
of future research.

2 Supervised Term Weighting Schemes

Our research of utilizing category information is moti-
vated by analyzing the distribution of relevant documents
across categories on various data sets. This analysis indi-
cates that relevant documents tend to concentrate into few
categories. Table 1 shows such trends on two data sets: FT



and LATimes, which compares the observed distribution of
relevant documents across the various categories and the ex-
pected distribution if they were distributed uniformly. We
observed the queries that have more than 20 and 50 relevent
documents for LATimes and FT, respectively. The entropy
value of the relevant documents distribution among cate-
goriesis calculated as the following:

entropy(r) = — Z P(c|r)log P(c|r)
ceC

where C is the set of categories. The expected entropy val-
ues were calculated based upon the underlying category dis-
tribution assuming the relevant documents were distributed
uniformly across the collection. In Table 1, we present the
observed mean and standard deviation of the entropy, the ex-
pected value and ¢-value of the difference for both FT data
set and LATimes dataset. Thesignificant levelsareall above
0.01, which indicates that the distribution of relevant docu-
ments across categoriesis far from uniform.

Table 1. Comparison of observed relevant doc-
uments distribution against expected if rele-
vant documents were distributed uniformly

Data set #of queries | mean | sd. | expected | t-value
LATimes(>20) 54 1.64 40 2.39 135
FT(>50) 33 1.83 .55 3.869 20.88

This observed characteristic of relevant documents indi-
cates that relevant documents may contain category specific
terms, which make those relevant documents to belong to
particular categories. If we can construct a method that is
able to distinguish category specific terms from other terms,
then somehow we associate thematic meanings with terms,
which allows us to be able to emphasize the terms that rep-
resent the content of documents and categories.

To find out the terms representing content according to
category information, we devel oped ameasure of term speci-
ficity based upon aterm’sdistribution among categories. The
very first attempt isto calculate the entropy value of the term
distribution defined as:  (P(cy|t), P(ezlt), ..., P(emlt)),
where P(c;|t) is the conditional probability that represents
the probability a document belongs to the class ¢; when it
containstheterm ¢. The entropy value shows the diversity of
adistribution. Therefore, aterm will have high entropy val-
ues, if it only appearsin one or few categories. Thus, it has
high certainty with respect to these categories. On the other
hand, atermwill have low entropy values, if it appears across
most of the categories, i.e., the possibility that the term rep-
resents the content of any category is low.

The above approach of calculating entropy values based
upon the distribution (P(cy|t), P(cz|t), ..., P(cam]t)) has a
drawback, that it does not take the category sizes into ac-

count. The portion of the documents containing the term
t in the category c; is more suitable to represent the distri-
bution of the term than the absolute number of documents
containing the term ¢ in that category. Thus, we calculated
thevector (P(t|c1), P(t|c2), ..., P(t|ear)) to capturethe dis-
tribution pattern of a term among categories. We still used
entropy values to measure the diversity of the above vector.
Since it is not a probability distribution, the vector was nor-
malized first. We call this normalized entropy (NE), which
is defined as follows:

M
NE(t;) = —Zpij log pij, (1)
i=1

where M is the total number of categories, and p;; is given

y % with P(t;]c;) equals the number of doc-
uments containing the term ¢ ; in the category ¢; divided by
the total number of documentsin the category c¢;. With this
calculation, aterm will have low normalized entropy values,
if it occursin many categorieswith similar portions of docu-
ments containing it.

The normalized entropy (NE) defined above eliminates
the effect of the variation of category sizes. When all the
categories have similar sizes, p;; = P(c;t;).

In the rest of this section, we will present two term
weighting schemes: the normalized entropy (NE) scheme
and the combined NE and IDF scheme, which derive the
term weights based upon the normalized entropy described
above. We refer them as supervised term weighting schemes.

2.1 TheNormalized Entropy Scheme

In the normalized entropy (NE) scheme, the weight of the

term¢; isgiven by

wi; = NEpae — NE(t5),
where N E,, ... isthe maximum normalized entropy of all the
terms and N E;; is defined in Equation 1. The normalized
entropy (NE) schemewill give high weightsto termsthat are
specific to afew categories.

We present an example to illustrate how the normalized
entropy (NE) scheme is able to emphasize content specific
terms, which the IDF scheme fails to identify. The example
isto perform the query number 360 on the LATimes data set.

Table 2 (a) describes the content of the query. Table 2 (b)
shows the different weights assigned by the IDF scheme and
the NE scheme to the three terms in the query 360 and the
number of relevant documents that really contain that term.
The IDF scheme gives similar weightsto all the three terms,
which means they occur in the collection with similar fre-
guency. However, they do behave differently according to
the NE scheme. “legalization” is more category specific than
the others, which represents an important component of the
relevant documents. Instead of giving the highest weight to



Table 2. An example: Query 360

< num > Number: 360

< title >drug legalization benefits

< desc > Description:

What are the benefits, if any, of drug legalization

@
drug benefit legal
IDF 2.7222 29139 2.8008
NE 0.1326 0.1374 | 0.1979
# of relv docs 48 6 44
(b)
the IDF Scheme
DoclD | Relv?  Drug Benefit  Legal
29493 r 1.0000 0.6250  0.6250

27426 r 1.0000 0.5238 0.7619
115777 r 1.0000 0.5100 0.7200
24656 r 1.0000 0.5500  0.6000
54526 n 05333 10000 0.5667
n
n

91955 07778 06111  0.7222

5509 1.0000 0.5357 0.5714
(©
the NE Scheme
DoclD | Relv?  Drug Benefit  Legal
27426 r 1.0000 05238 0.7619

115777 1.0000 05100 0.7200

r

29493 r 1.0000 0.6250  0.6250

117947 r 1.0000 0 1.0000

29495 r 1.0000 0 1.0000

91955 n 0.7778 06111  0.7222
r

24656 1.0000 0.5500  0.6000

(d)

“benefit” as the IDF scheme, the NE scheme is able to em-
phasi ze the content specific term “legalization”.

Table 2 (c) and Table 2 (d) list the first seven docu-
ments retrieved by the IDF scheme and the NE scheme, re-
spectively. Each entry contains the retrieved document ID,
whether the document is relevant or not, followed by the
normalized term frequency for each query term, where the
normalized term frequency will be defined in detailsin Sec-
tion 3. By giving more weight to the term “legalization” and
lessweight to the term “ benefit”, the NE schemeis ableto re-
trieve relevant documentsthat do not contain the term “ bene-
fit” explicitly. This exampleillustrates one of the limitations
of the IDF scheme: when all the terms occur in the collation
with similar moderate frequency, the IDF scheme can not
further tell the difference based upon the term’s distribution.

2.2 TheCombined NE and | DF Scheme

The normalized entropy (NE) scheme has nice properties
to emphasize the content specific terms. However, it aso
has limitations: the content specific terms can lead us to the
best matching categories, but if those terms are the common
terms in the categories, then those terms actually have lim-
ited discriminating power. They are not able to further dis-
tinguish relevant documents from the irrelevant documents
in the same categories. By combining IDF and NE, we can

avoid overemphasizing such terms.

We developed the combined scheme to further improve
the normalized entropy (NE) scheme by combining IDF and
NE asfollows:

’LUtj = ((NEmam - NE(tJ)) * IDFj)a’

where NE,,, .. isthe maximum normalized entropy of all the
terms, IDF; isthe IDF value of theterm ¢; and « is the scal-
ing power.

The combined schemewill give high weightsto the terms
that are both category specific and infrequent. It is natural
to have o = 1, in which case, the combined scheme gives
much higher weights to those category specific and infre-
guent terms than the other terms, which may result in aloss
of information when queries only contain a few terms. To
make the combined scheme have the same scale after trans-
fermation, we choose another scaling power to be 0.5, since
IDF and NE are both logarithmic functions. In the following
evaluation section, we performed two trails of experiments
witha = .5anda = 1.

3 Experimental Evaluation

We selected three subcollections in the TREC collection
that have category information as our experimal collections.
The statistics of the three collections: Financial Times Lim-
ited (FT), Los Angeles Times (LATimes) and San Jose Mer-
cury News (SIM) are shown in table 3. We derived cate-
gory information from the IN field, SECTION field and DE-
SCRIPT field, respectively. For each collection, we collected
gueries from TREC ad hoc topics that have relevent docu-
ments in that collection. Each query contains three parts. a
title, a description and a narrative. We formed three types
of query sets. long (t+d+n), medium (t+d) and short (t) by
including all three parts, title and description parts, and title
part only, respectively. The queries of SIM are from TREC-
4 ad hoc topics, which only have the description part, thus
only the medium type queries are presented. Table 3 shows
the statistics of the query sets for each collection.

For each document in our data sets, we used a stop-list
to remove common words and the words were stemmed us-
ing Porter’s suffix-stripping algorithm. We represented each
document 7 as a term vector using the popular vector-space
model, in which the value for each term ¢ ; was defined as
follows:

tf;;
wij = (05 + 057J

maz; (tfij)) * W

where tf;; is the term frequency of the term j in the docu-
ment i, wy; isthe term weight of the term ¢; assigned by the
IDF term weighting scheme or our supervised term weight-
ing schemes. Each query was also represented as a term vec-

. . tf..
tor with the normalized term frequency, 0.5 + 0.5 max—(]tf_)



Table 3. Statistics for Data Sets and Queries
Data sets Statistics

Data set #of #of min max avg
docs classes | classsize | classsize | classsize

FT 210,158 83 26 14670 2632

LATimes | 131,896 22 89 25837 5052

SIM 70,980 281 62 4456 492

Queries Statistics

Table 4. Comparison of the average precision
achieved by four term weighting schemes

Data set #of # of avg avglength | avglength | avglength
queries | relevant docs (t) (t+d) (t+d+n)
FT 141 34.63 241 7.9 21.21
LATimes 142 245 2.40 8.1 21.52
SIM 45 244 — 7.37 —

asthevaluefor eachterm¢;, wheretf,; isthe term frequency
of the term j in the query i. Then we performed a dot-
product similarity search between queries and every docu-
ment in the data collection. We used uninterpolated average
precision to measurethe retrieval effectiveness of the various
term weighting schemes. The uninterpolated average preci-
sion was calculated as follows. When each relevant docu-
ment is retrieved, we compute the precision value, which is
defined as the ratio of the number of relevant documents re-
trieved over the number of retrieved documents so far. Then
the uninterpol ated average precisionis just the average of all
the precision values.

3.1 Supervised Term Weighting Schemes

Our first set of experimentsfocused on comparing the per-
formance of the various supervised term weighting schemes
against that achieved by the traditional IDF scheme that
does not take category information into account. These re-
sults are shown in Table 4 that shows the average precision
achieved by the various term weighting schemes on the dif-
ferent queries for the three datasets. Each row in this ta-
ble corresponds to a particular term weighting scheme and
the various columns correspond to the different datasets and
query types. In particular, the row labeled “IDF" corre-
sponds to the traditional IDF scheme, the row labeled “NE”
corresponds to the normalized entropy scheme, the row la-
beled “IDF*NE” corresponds to the combined scheme with
a = 1.0, and the scheme labeled “+/IDF*NE” corresponds
to the combined schemewith a = .5. We use boldfaced fonts
to highlight the best results for a particular query-dataset
combination, and the entries that achieved the best overall
results for each dataset are also underlined.

Looking at the results in thistable we can see that the per-
formance of the various supervised term weighting schemes
dependson the query type. In particular, for short queries (t),
the proposed term weighting schemes tend to perform some-
what worse than the traditional IDF scheme. The fact that
the traditional IDF scheme working well for short queries

FT LATimes SIM

schemes t+d+n t+d t t+d+n t+d t t+d
TF 0092 | 0151 | 0228 | 0.071 | 0.148 | 0.224 | 0.135
IDF 0205 | 0267 | 0.261 | 0.163 | 0.227 | 0.244 0.176
NE 0275 | 0285 | 0248 | 0220 | 0.240 | 0.226 | 0.186
IDF*NE 0.285 | 0.277 | 0240 | 0.240 | 0.229 | 0221 | 0.176
TDF - NE | 0269 | 0288 | 0255 | 0.210 | 0.243 | 0.240 | 0.189

on TREC data sets should not be surprising, for it has been
observed by previous research. Greiff [4] found out that for
the query terms in the title and description parts of TREC
queries, the document frequency of aterm isindeed a good
approximation of the weight of evidence that a document
contains that term is relevant. However, as the length of
the queriesincreases all three proposed schemes lead to bet-
ter results than those obtained by IDF. For the medium-size
queries (t+d), they lead to improvementsover | DF that range
from 0% to 8%, whereas for long queries these improve-
ments range from 28% to 48%. Among the three proposed
schemes, we can see that the combined schemewitha = 1.0
outperformsthe rest for long queries, whereas the combined
scheme with @ = .5 does the best on short and medium-
length queries. Comparing the performance of the super-
vised term wei ghing schemes across the different datasets we
can see that they lead to better resultsfor FT and SIM and to
somewhat worse results for the LATimes dataset. The best
results for FT and SIM datasets across al types of queries
and term-weighting schemes were achieved by the combined
schemewith « = .5, which also achieved the second best re-
sult for the LATimes dataset. Thereason for the performance
of the supervised term weighting schemes worse than that of
the IDF scheme on the LATimes dataset may be due to the
fact that the number of categories in the LATimes dataset
was very small. Consequently, the supervised term weight-
ing schemes can only provide limited additional discriminat-
ing power.

In general, the results in Table 4 suggest that the pro-
posed supervised term weighting schemes are especially use-
ful when the queries contain more than just a few terms.
Such moderately large queries, quite often contain terms that
are not very important in identifying relevant documents.
As aresult, by utilizing category information the proposed
schemes can reduce the importance of these terms during
the ranking calculations. The ability of the supervised term
weighting schemes to de-emphasize such terms is also the
reason why the combined scheme with a« = 1.0 does so
well for large queries. Recall from Section 2.2 that when
a = 1.0, the combined scheme tends to assign high weights
to terms that are both category specific and infrequent, and
much smaller weight to the rest of the terms. The weight



difference between these set of termsis much higher for this
scheme than for any of the other supervised schemes. Now,
inlarge queries, the number of non-critical termswill tend to
be quitelarge, asaresult the combined schemewitha = 1.0
will end-up focusing on only a few of these terms and give
very small weights to a large number of non-category spe-
cific and frequent terms, improving the overall retrieval re-
sults.

3.2 Unsupervised Term Weighting Schemes

Our second set of experiments focused on evaluating
whether or not the proposed supervised term weighting
schemes can also lead to retrieval improvements when the
categories are automatically discovered using a clustering
algorithm. The motivation behind this approach is that the
documentswithin each cluster will most likely be part of the
same topic, and as such the distribution of the termsin these
clusters can be used to extract some additional thematic in-
formation, which can benefit retrieval. Tothisend, we used a
vector-space bisecting K -means clustering algorithm [ 3, 18]
to cluster each one of the datasets into a certain number of
clusters &, and then treat each of these clusters as a sepa-
rate category and apply the various supervised term weight-
ing schemes described in Section 2. We refer this set of term
wei ghting schemes as unsupervised term weighting schemes.

Table 5 shows the average precision obtained for the dif-
ferent types of queries and datasets for different values of k.
Similar to our earlier presentation, we boldfaced the entries
that achieve the best results for each query-dataset combina-
tion and underlined the entries that achieved the best results
for each dataset.

A number of interesting observations can be made by
looking at the results of Table 5. First, as the number of clus-
ters increases, the average precision achieved by the three
term weighting schemes also tends to increase. For most
types of queries and datasets, the highest values for each
term weighting scheme are often achieved for 100-150 clus-
ters. Second, the relative performance of the three super-
vised term weighting schemes for the different query types
isquite similar to therel ative performanceachieved when the
actual categorieswere used (Table 4). For short and medium
gueries, the combined scheme with @ = 0.5 tends to per-
form better than the other two, whereas for large queries the
combined scheme with & = 1.0 does the best. Third, for
short and medium length queries, the relative performance
of the combined scheme with a. = 1.0 approachesthat of the
combined scheme with a = 0.5 as the number of clusters
increases. Thisis dueto the fact that as & increases, the nor-
malized entropy of each term becomessmall sincethetermis
distributed across more clusters. Consequently, the weights
of these terms using the NE approach become smaller and
more uniform.

Finaly, comparing the performance achieved by the
clustering-based approaches to that obtained when the ac-

tual category information was used we can see that there is
little difference between the corresponding schemes. For all
datasets and query types, the best clustering-based solution
is usually within 0%—3% of that of the category-based solu-
tion. Moreover, the clustering-based solutions are consider-
ably better (ranging from 0%—-45%) than the results obtained
by IDF for medium and long queries. This suggests that the
proposed schemes can be used to improve the retrieval per-
formance even in the absence of category information.

4 Conclusionsand Future Work

In this paper, we explored an alternative way to utilize
pre-existing category information: determiningterm weights
based upon category specificity. We proposed two super-
vised term weighting schemes: the normalized entropy (NE)
scheme and the combined scheme. The experimental results
show that these two schemes substantially outperform the
IDF scheme when queries are less specific and achieve sim-
ilar results when queries are short and only contain specific
terms. The results confirm that pre-existing category infor-
mation indeed contains valuable thematic information to im-
prove retrieval and the proposed schemes somehow are able
to capture the hidden information. In addition, the proposed
schemes can be extended to compute term weights based
upon cluster specificity.

There are two issues need to be studied to further under-
stand the proposed schemes. First, we would like to con-
duct similar data exploration analysis as stated in [4] to un-
derstand the relationship between the weight of evidence,
IDF and NE when queries are less well-defined. This study
would give us amore rigorous explanation why the proposed
schemes work. Second, the scaling parameter of the com-
bined scheme does change the behavior of the scheme. The
scheme with scaling power of one works better with longer
queries, whereasthe scheme with scaling power of 0.5 works
better with shorter queries. A full parameter study is needed
to uncover the insight of this behavior and potentially can
help to further improve the proposed schemes.
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